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ABSTRACT

In audio, often specialized filter design methods are used that take into account the logarithmic frequency
resolution of hearing. A notable side-effect of these quasi-logarithmic frequency design methods is a high-
frequency attenuation for non-minimumphase targets due to the frequency-dependent windowing effect of
the filter design. This paper presents two approaches for the correction of this high-frequency attenuation,
based either on the iterative update of the magnitude, or the iterative update of the phase of the target
specification. As a result, the filter follows both magnitude and phase in those frequency regions where it
can, while where this is not possible, it focuses on the magnitude. Thus, the new method combines the
advantages of traditional complex and magnitude-only filter designs. The algorithms are demonstrated by
parallel filter designs, but since the method does not make any assumption on the filter design algorithm
used in the iteration, it is equally applicable to other techniques, like standard FIR, IIR, warped FIR, warped
IIR, or Kautz filters.

1. INTRODUCTION methods also result in matching the complex tar-

get frequency response, since minimizing the mean
Most FIR and IIR filter design methods minimize  goyared error between the target and filter impulse
the error between the filter frequency response and responses is equivalent to complex frequency re-
the complex target response, which we will call  ,on5¢ matching due to Parseval’s theorem. This
“straightforward” or “complex” methods in the pa- 1y eans that when matching is perfect, complex meth-

per. This is implemented directly in frequency- g yesult in a filter that follows the magnitude and
domain methods, but time-domain filter design
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phase of the target precisely. However, if perfect
matching cannot be achieved, e.g., due to low filter
order, this will result in both amplitude and phase
€rrors.

In some applications the magnitude response of the
filter is much more critical than the phase response:
in this case “magnitude-only” design techniques can
be used. The usual way of implementing this is
making the target response minimum-phase prior
to complex filter design, that is, altering the target
phase in such a way that is easy to follow for the de-
sign algorithm. As a result, the magnitude matching
will be more accurate compared to complex design
of the same order, but the filter phase might be very
different from the phase of the original target.

This paper presents a new alternative that combines
the advantages of complex and magnitude-only fil-
ter designs. The basic idea of “magnitude-priority”
design is that it tries to model the complex transfer
function whenever possible, but in those frequency
regions where this cannot be done, it concentrates on
the magnitude. As a result, the magnitude match-
ing will be just as accurate as with magnitude-only
methods, while the phase response will get closer to
the target.

Although the magnitude-priority filter design may
present some advantages over the magnitude-only
methods in many fields of signal processing, it is par-
ticularly well suited for audio applications because
of the properties of quasi-logarithmic filter design
methods discussed in the next section.

2. QUASI-LOGARITHMIC FILTER DESIGN
METHODS

Efficient audio filtering and equalization requires
that filter design takes into account the quasi-
logarithmic frequency resolution of the hearing,
as opposed to the linear frequency resolution of
traditional FIR and IIR filter design techniques.
Therefore, special filter design methodologies have
been developed, including warped [1], Kautz [2],
and parallel [3] filters that allow filter design at a
logarithmic-like frequency resolution. It has been
shown that these quasi-logarithmic filter design
methods result in a filter response that is similar
to the frequency-dependent windowing (or, equiva-
lently, transfer function smoothing) of transfer func-

tions [4, 5]. The effective length of the window is in-
versely proportional to the frequency resolution Af.
Thus, a logarithmic frequency resolution, where A f
is proportional to the frequency f, results in a win-
dow length that decreases as a function of frequency

1/f.

A notable side-effect of frequency-dependent win-
dowing is that the high-frequency response is atten-
uated for non-minimumphase target responses [6].
This is because some high-frequency energy of the
impulse response is lost due to the shorter win-
dow length at high frequencies. Similarly, in quasi-
logarithmic filter design methods a high-frequency
attenuation can be observed for non-minimumphase
targets. Therefore, the target response is often made
minimum-phase before filter design, which is accept-
able in several applications, where only magnitude
modeling or equalization is needed.

However, some cases require precise phase modeling
to match the time-domain structure of the target
response. For example, in physics-based sound syn-
thesis the radiation of the instrument body is often
modeled by a filter, designed from measured impulse
responses. Making the body response minimum-
phase is not a good option because this eliminates
the slow attack of the response and destroys its re-
verberant character, leading to an altered sound [7].
On the other hand, when using the original (non-
minimumphase) target, high-frequency attenuation
can be observed as mentioned above, which is again
undesirable.

This is illustrated in Fig. 1 for piano soundbaord re-
sponse modeling. The measured transfer function is
displayed in Fig. 1 (a), upper pane. First, a 400th
order parallel filter ! [10] is designed from the origi-
nal (complex) target response, displayed by Fig. 1
(b). While the filter follows the target nicely at
low and mid frequencies, the high frequencies are
attenuated due to the frequency-dependent window-
ing effect of the filter design. This can be overcome
by a magnitude-only design, where the parallel filter

INote that in this paper logarithmic pole positioning used
for the parallel filter design examples, where the pole frequen-
cies are spread uniformly on the logarithmic frequency scale.
This technique is used here because its simplicity, more com-
plex pole positioning methods are available in [8, 9] which
generally result in more accurate modeling for the same filter
order.
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is designed using the minimum-phase version of the
target, shown by Fig. 1 (b).

The same responses can be observed in the time-
domain in Fig. 1 lower pane. The target impulse
response is displayed by Fig. 1 (a), which is followed
quite well for the first few hundred samples by the
parallel filter designed using the original specifica-
tion (b). It can also be seen that as time increases,
the high-frequency content of the filter impulse re-
sponse decreases due to the frequency-dependent
windowing effect, which was already observed as
a high-frequency attenuation in Fig. 1 (b) upper
pane. While minimum-phase filter design corrects
the high-frequency attenuation, the filter impulse re-
sponse displayed in Fig. 1 (c¢) has nothing similar to
the original. In particular, most of the energy is
concentrated in the beginning of the response, as
opposed to the slow attack of the measured impulse
response.

In frequency-dependent windowing the high-
frequency attenuation is overcome by correcting
the smoothed magnitude to match that of the
power-smoothed response [6]. Here the goal is to
provide a similar effect in filter design. For that,
two iterative algorithms are presented in the next
section.

3. MAGNITUDE-PRIORITY FILTER DESIGN
3.1. Iterative magnitude update

In this technique, the magnitude of the target re-
sponse is updated iteratively, while the phase spec-
ification is unchanged. The steps of the procedure
are as follows:

1. Design a filter H(9)(®) for the original complex
(non-minimumphase) target Hy(9)(®) = H; o(0)
by the complex filter design method of your
choice. Set ¢ = 1.

2. Compute a new specification by correcting the
magnitude of the target used in step (i — 1) as

. Hio(9)] i

7.0)0 = 0@ g iy g

t( ) |H(’l9)(171)| t( ) ( )

3. Design a new filter H(9)® for the updated tar-
get Hy (1)@,
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Fig. 1: Designing a 400th order parallel filter from
a piano soundboard response: (a) target response,
(b) the response of the filter designed from the orig-
inal (complex) specification, and (c¢) the response of
the filter designed from the minimum-phase version
of the target. The upper pane shows magnitude re-
sponses, while the lower pane displays impulse re-
sponses. The curves are offset for clarity.
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4. Increase ¢ and go to step 2.

The iteration is repeated five-ten times.

The core of the algorithm is step 2, where the
magnitude response of the target is multiplied by
the ratio of the original target and previous fil-
ter magnitude responses, practically meaning that
the magnitude of the target response is increased
at those frequencies where the filter has an unde-
sirable attenuation. In this way we are “pushing
harder” at those frequencies where the magnitude
matching is inadequate. While not indicated in the
steps above for clarity, note that both the target
|H, 0(9)| and filter |H (9)~Y| magnitude responses
are fractional-octave smoothed before their ratio is
computed by Eq. (1), that is, only an overall cor-
rection is done. Without smoothing, wherever the
filter response |H (9)~1| tends to zero, the ratio
|H, 0(9)]/|H(9)#V| goes to infinity, heavily bias-
ing the filter design. In the examples of Sec. 4
third-octave smoothing is used, but the resolution
of smoothing is not critical.

3.2. lterative phase update

A simpler solution that does not require the smooth-
ing of transfer functions is based on the iterative up-
date of the target phase. The steps are as follows:

1. Design a filter H(9)©) for the original complex
(non-minimumphase) target H (9)(*) = H; (0)
by the complex filter design method of your
choice. Set ¢ = 1.

2. Compute a new specification by updating the
phase of the target as

H(9) = |Hio(@)|e?# ) (2)

3. Design a new filter H (%) for the updated tar-
get Hy(19)®.

4. Increase ¢ and go to step 2.

The iteration is repeated five-ten times.

The main idea of the method is in step 2, where the
phase of the target response is updated to match
the phase of the filter {H ()1} designed in the

previous step. This means that the filter design al-
gorithm is given a phase response that it can easily
follow, thus, it can focus on the magnitude response.

Note that the steps of the method are similar to
the magnitude-only method of [11, 12], but here the
trick is that the iteration is started from the original
target, and not from an altered one (e.g., minimum-
phase version).

One can see that the magnitude update and phase
update methods have quite a different approach: the
magnitude update method modifies the magnitude
specification to force the filter to match the magni-
tude, while the phase update variant gives an “easy
phase” so that the algorithm can focus on the mag-
nitude. However, they result in very similar filters,
as will be seen in the examples in Sec. 4. A common
property of the two algorithms is that no target up-
date is performed whenever the first filter matches
both phase and magnitude.

4. DESIGN EXAMPLES

4.1. Loudspeaker modeling

The magnitude and phase responses of a small two-
way loudspeaker are displayed in Fig. 2 by thin
lines in the upper and lower panes, respectively.
First, a 20th order parallel filter [3] with logarith-
mic pole positioning is designed from the complex
loudspeaker response (a). It can be seen in the up-
per pane that the magnitude response of the filter
(thick line) follows that of the target (thin line) quite
well up to around 10 kHz, where the filter response
gets attenuated due to the shorter effective window
length of the filter design. On the other hand, the
phase response (see lower pane of Fig. 2) is mod-
eled quite well. When the parallel filter is designed
from the minimum-phase version of the target, the
high-frequency attenuation is avoided (see (b) in up-
per pane), however, the phase response differs from
the original. Note that a linear term corresponding
to a constant delay has been added to the phase
response coming from the minimum-phase design
to best match the target in the middle frequencies.
Without this, the target and filter phase would dif-
fer even more, since minimum-phase design also re-
moves the constant delay of the target response.

The results of the two variants of the new method are
presented in Fig. 2 (¢) and (d). It can be seen that
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Fig. 2: Loudspeaker modeling using a 20th order
parallel filter: (a) straightforward (complex) filter
design using the original target, (b) magnitude-only
filter design using the minimum-phase version of
the target, (c) magnitude-priority filter design by
the magnitude update method, and (d) magnitude-
priority filter design by the phase update method.
The thin lines show the target magnitude and phase
responses, while the thick lines show the magnitude
and phase responses of the designed filters. The
curves are offset for clarity.

both the magnitude update (¢) and phase update
(d) methods result in a magnitude response that is
similar to what is achieved by the minimum-phase
design (b), while the phase response is only slightly
less accurately modeled compared to the straightfor-
ward (complex) filter design (a). In this particular
example, the magnitude update (c) results in a bit
more accurate phase response, while the phase up-
date (d) leads to a somewhat more accurate magni-
tude response. However, in general the two methods
perform quite similarly, and provide a sensible alter-
native compared to the complex and magnitude-only
filter designs.

4.2. Piano soundboard modeling

Here 400th order parallel filters are designed from
the same piano soundboard response which was used
in Fig. 1. It can be seen in the upper pane of Fig. 3
that both the magnitude update (b) and phase up-
date (c) methods correct the high-frequency atten-
uation which was present in complex filter design
(shown in Fig. 1 (b) upper pane). When looking
at the time-domain responses in the lower pane of
Fig. 3, the filter impulse responses (b) and (c) does
not look very similar to the original (a). This is
because the high-frequency attenuation can only be
counteracted by increasing the high-frequency con-
tent of the impulse response in the early part of the
filter response.

However, when the same responses are displayed af-
ter the high-frequency content above 5 kHz is re-
moved, we see a different behavior in Fig. 4. In
this case the magnitude update (¢) and phase up-
date (d) methods follow the target impulse response
(thin lines) just as well as the straightforward filter
design (a), but without the high-frequency attenu-
ation that was visible in the frequency response in
Fig. 1 (b) upper pane. The nice time-domain perfor-
mance implies that the phase is well matched in this
frequency range. On the other hand, it is no sur-
prise that the low-pass filtered impulse response of
the minimum-phase filter is displayed by (c) is very
different from the lowpass-filtered target, since the
target was non-minimumphase.

The similar performance of the complex and
magnitude-priority methods below 5 kHz can be
explained as follows. In this particular case the
magnitude-priority methods model the time-domain
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Fig. 3: Designing a 400th order parallel filter to
a piano soundboard response: (a) target response,
(b) the response of the filter designed by the mag-
nitude update method, and (c) the response of the
filter designed by the phase update method. The
upper pane shows magnitude responses, while the
lower pane displays imulse responses. The curves
are offset for clarity.
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Fig. 4: Designing 400th order parallel filters to a
piano soundboard response. The low-pass filtered
(fe = 5 kHz) impulse responses of the (a) paral-
lel filter designed from the original (complex) spec-
ification, (b) the parallel filter designed from the
minimum-phase version of the target, (c¢) the fil-
ter designed by the magnitude update method, and
(d) the filter designed by the phase update method.
Thick lines show the filter impulse responses, while
the thin lines display the impulse response of the
target. The curves are offset for clarity.

response quite precisely up to 5 kHz, since this is
the frequency range where also the straightforward
(complex) filter design was able to provide a good
match. Hence, the filter specification is not modi-
fied below 5 kHz during the iterative updates. Above
5 kHz the straightforward filter design cannot pro-
vide precise modeling due to its shorter effective win-
dow length, and thus the magnitude-priority meth-
ods have to increase the high-frequency content in
the early part of the filter response (visible in Fig. 3
(b) and (c) lower pane) to provide a good match in
magnitude.

Figure 5 shows how the above filters perform in a
real-life situation when used as a soundboard model
as a part of a physics-based piano model. In the
model the output of a physics-based piano string
model [13] is fed to the parallel filters. The refer-
ence case is when the string signal is convolved by
the measured piano soundboard response directly,
displayed in Fig. 5 (a). Omne can see that both
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Fig. 5: A synthesized C5 (fy = 524 Hz) piano tone
computed by (a) convolving a synthesized string sig-
nal with the measured soundboard impulse response,
(b) filtering by the parallel filter designed from the
complex target, (c) filtering by the parallel filter de-
signed from the minimum-phase target, (d) filtering
by the parallel filter designed using the magnitude
update method, and (e) filtering by the parallel filter
designed by the phase update method. The curves
are offset for clarity.

the complex method (b) and the magnitude-priority
methods (d) and (e) follow the reference case (a)
quite well. In particular, the relatively slow attack
of the note is well captured. On the other hand, the
magnitude-only method using a minimum-phase fil-
ter results in a sharper attack (c¢), which is undesir-
able.

By looking at Fig. 5 we might conclude that the
straightforward complex method (a) performs just
as well as the magnitude-priority methods, but we
already know from Fig. 1 (b) upper pane that the
complex method results in a high-frequency atten-
uation. While this attenuation is not visible in the
time-domain signal of Fig. 5, it is in the spectral
domain, and indeed results in a duller sound. As
a result, the use of the magnitude-priority method
is preferable, since it both models the spectral col-
oration of the soundboard adequately and preserves
the characteristic attack of the piano sound.

5. CONCLUSION

Most filter design algorithms aim to match the com-
plex transfer function (or, equivalently, the impulse
response) of the target. Another common option
is magnitude-only filter design. This latter is used
either if only the magnitude response of the tar-
get is specified, or when the matching of the com-
plex transfer function would not be possible due to
the low filter order. This paper has presented a
third type of design methodology, called magnitude-
priority filter design. The new method is a use-
ful alternative to magnitude-only design, since it
matches the complex transfer function (thus, mag-
nitude and phase) whenever possible, while in those
frequency regions where this cannot be done, it fol-
lows the magnitude of the target just as well as the
magnitude-only method.

This method is especially useful in audio appli-
cations because the quasi-logarithmic frequency-
resolution filter design methods (e.g., warped,
Kautz, and parallel filters) result in a frequency-
dependent windowing of the impulse response lead-
ing to a high frequency attenuation, which must be
corrected. Instead of sacrificing the phase response
(or, equivalently, the time-domain structure of the
impulse response) in the full frequency range by
the use of a magnitude-only design, the magnitude-
priority design will maintain precise magnitude and
phase modeling up to the frequency it can, and it
will “switch to magnitude-only mode” only where it
is necessary.

The method has been demonstrated by using par-
allel filter designs, but since it does not make any
assumption on the core filter design algorithm used
in the iterations, it can be used in combinations with
any technique which is based on the matching of the
complex transfer function, like standard FIR, IIR,
warped, or Kautz filters. While here only filter de-
sign examples were presented, the method can also
be used for the equalization of transfer functions,
e.g., for the equalization of loudspeaker responses.
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