Abstract—Optimal control problems could be solved with reinforcement learning. However it is challenging to use it with continuous state and action spaces, not to speak about partially observable environments. In this paper we propose a reinforcement learning system for partially observable environments with continuous state and action spaces. The method utilizes novel machine learning methods, the Echo State Network, and the Incremental Gaussian Mixture Network.
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I. INTRODUCTION

Reinforcement learning (RL) is often used to solve optimal control problems. In these problems the goal is to calculate a control policy that is optimal with respect to a criterion function. Some examples one can consider are the well-known mountain car problem, or the inverted pendulum problem, which are benchmark tasks for optimal control algorithms. The effectiveness of reinforcement learning could be experienced the most in complex nonlinear or even discontinuous control problems, non-stationary control problems, where classical control methods cannot be used.

In this paper we present a reinforcement learning based method that is able to solve the optimal control problem in case of partially observable, continuous state spaces. To do that, a probabilistic function approximator and a special recurrent neural network are used together to store and improve the control policy. Both methods are novel approaches in the field of machine learning, and both have been used in itself successfully with reinforcement learning, however we do not know any published results of using these methods together combined with reinforcement learning. These methods are used in order to improve or fix certain issues with the classical reinforcement learning. The proposed method improves the control policy by perceiving the reward signal while interacting with the environment, which is given in the form of a simulator.

In classical reinforcement learning the problem is defined as a Markov Decision Process (MDP): the agent (or the controller) has to choose between the possible actions at a given state, and based on the chosen action, it perceives the next state from the environment (or the system) and a reward signal. The aim of the agent is to find the optimal policy, which is when followed, maximizes the expected reward of the agent over an infinite time horizon.

Reinforcement learning methods introduce a value function, which gives the expected discounted total reward at a given state for a given action [1]. In the basic reinforcement learning methods the value function is stored in a tabular format. It is very efficient for low dimensional discrete state and action spaces, because it can be stored and updated the easiest way possible.

However most control problems have continuous state spaces and often they have continuous action spaces too. There are a number of ways to deal with continuous spaces in reinforcement learning. The most basic way is to partition the state space into discrete cells, and use one of the tabular methods on these discrete cells. However this often results in so many states, that it would be impractical to visit them all, and to learn a near-optimal policy, they might be needed to be visited multiple times.

To overcome this problem, function approximators, like neural nets or linear function approximators are often used in continuous state spaces. They are practical, not just because they can store a continuous value function, but because they can also interpolate the value function between states, so the agent has some knowledge about never visited states. However there is another problem with this approach. Since these function approximators are iterative algorithms themselves, the two iterative learning algorithms working together simultaneously (the RL algorithm and the function approximator), might cause convergence problems [2]. In continuous action spaces the problem is even more complex, because to find the optimal policy, the global maximum of the value function in respect of the action must be found at each state.

In [3] the authors claim that the use of non-parametric function approximators is more adequate for RL, because it is not possible to guess the needed parameterized family in RL problems. Different non-parametric function approximators were used in RL in the recent years. In [4] and in [5] Gaussian Processes (GP) were used to represent the value function. Using GP in RL has an additional benefit that it also provides the variance of the value function, thus indicating the direction in the action space where exploration is needed the most. In [6]
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the authors proposed the fitted Q Iteration algorithm using randomized trees. A Gaussian Mixture Model (GMM) was used for the approximation of the value function in [3]. The advantage of GMM is that it can be trained incrementally and it is a probabilistic representation. It represents the observed samples of the RL algorithm in the joint space of states, actions, and Q-value with a mixture of normal distributions. In this paper we follow the same idea.

Reinforcement learning converges to an optimal solution if the environment has the Markov property. That is when a state signal summarizes past sensations compactly, in such a way that all relevant information is retained, and no additional information could be gained by using past sensations beside the immediate sensations.

However in many control problems the state of the system is only partially observable, thus the environment does not have the Markov property. These environments could be modeled as partially observable Markov decision processes (POMDP). To overcome this problem, various machine learning algorithms are used to somehow remember past state signals.

One approach is to use an Echo State Network (ESN), which is a novel recurrent neural network [7]. This method uses a large untrained recurrent neural network to remember past state signals, and it uses a linear weight matrix to generate the output from the recurrent neural network. In [8] such a network is used in RL with discrete action space. The outputs of the ESN were the value functions of each action. The authors also proved the convergence of their method. In [9] a similar method was presented, but there the input of the ESN was the joint state action space, and the only output was the value function. In this paper we will follow a similar approach.

In the sequel we will present a solution to solve POMDP’s in continuous state spaces that utilizes Q-learning with a function approximator called echo state incremental Gaussian mixture network (ESIGMN). The rest of this paper is organized as follows. Section II describes each method in detail. In section III the unified method is presented. In section IV preliminary test results are shown. Section V concludes the paper.

II. METHODS IN DETAIL

A. Reinforcement Learning

The goal of reinforcement learning is to find an optimal policy \( \pi \), which maximizes the total reward the agent gets from the environment during its lifetime. To do this, most reinforcement learning algorithms use a value function or Q-function, which gives the expected discounted total reward at a given state for a given action, following policy \( \pi \). The policy is determined based on this Q-function: in every state the action with the greatest Q-value is to be selected. It is proven that the greedy policy – always selecting the best action – over the Q-values of the optimal policy is equal to the optimal policy \([1]\). Thus if the Q-values of the optimal policy are known, then the optimal policy itself is known. Because of this, most reinforcement learning algorithms focus on determining the Q-values of the optimal policy, by means of learning.

The Q-function is estimated during the learning, by making a series of actions and perceiving the reward meanwhile, using a reinforcement learning update rule, like Q-learning (1) or SARSA. Both of these rules are based on the temporal difference learning, the Bellman equation.

\[ \Delta Q(s_t,a_t) = \alpha [R_{t+1} + \gamma \max_a Q(s_{t+1},a) - Q(s_t,a_t)] \] (1)

In this equation \( Q(s,a) \) is the Q-value of action \( a \) in state \( s \). \( R_t \) is the perceived reward at the next state. The parameter \( \alpha \) is the learning rate, \( \gamma \) is the discount factor, a real number in \([0,1]\). That is needed to avoid divergence of the total reward in case of non-episodic problems. This learning rule backs up the perceived reward to the Q-values of the previous states.

\[ \pi(s) = \{ \text{argmax}_a Q(s,a), P(\epsilon) \text{ random action, } P(1-\epsilon) \} \] (2)

In order to actually improve the value function, sometimes new random moves must be made, to explore new actions and new states. This is called the exploration versus exploitation problem. Usually it is solved with stochastic policies, which tends to choose the best action, but not deterministically. A very simple, yet effective such policy is the \( \epsilon \)-greedy policy (2), which takes the best action with \( \epsilon \) probability, and a random action with \((1-\epsilon)\) probability.

B. Incremental Gaussian Mixture Network

Incremental Gaussian Mixture Network (IGMN) [10] and its predecessors, Incremental Gaussian Mixture Model (IGMM) and Incremental Probabilistic Neural Network (IPNN) [11] are machine learning methods, using a mixture of multivariate normal probabilistic distribution functions. All of these methods are incremental, in the sense that they can learn by presenting data points only once to these algorithms, without the need to store the data points. Both IPNN and IGMN are function approximators, while IGMM is a trainable model, using unsupervised learning. While IPNN considers the probability distribution functions as a neural network, IGMN rather uses probabilistic inference to calculate the output. In the sequel, we will use the IGMN method only. Both IGMN and IPNN were successfully used in reinforcement learning problems as function approximators for the Q-value [10], [11].

The Gaussian mixture model inside IGMN is over the joint space of the input and output of the network. This makes it possible to infer any part of the input or output data from the known data. As the network is trained, new components can be added, and irrelevant or spurious components with low prior probability could be removed from the model. The training of the network is done by maximizing the likelihood of each incoming data point by adjusting the parameters in the model, just like in the Expectation Maximization (EM) algorithm.

Each component in the model has a couple of parameters. \( C_j \) is the covariance matrix and \( \mu_j \) is the mean of the \( j \)th normal distribution function. \( P(j) \) is the prior probability, \( v(j) \) is the age, and \( sp_j \) is the accumulator of the \( j \)th component. The updating of the model is done as follows. First, the likelihood of each component is calculated from the multivariate normal probability distribution function (3):

\[ P(x|\theta) = \frac{1}{(2\pi)^{d/2}|\Sigma|^{1/2}} \exp\left(-\frac{1}{2}(x-\mu)^T \Sigma^{-1} (x-\mu)\right) \] (3)
\[ P(x|j) = \frac{1}{(2\pi)^{D/2}\sqrt{|C_j|}} e^{-\frac{(x-\mu_j)^T C_j^{-1}(x-\mu_j)}{2}} \]  

After that, the posterior is calculated based on this likelihood, and the prior (4):

\[ P(j|x) = \frac{P(x|j)P(j)}{\sum_{j=1}^{M} P(x|j)P(j)} \]  

The rest of the training algorithm is done as follows, according to [11]:

\[ v_j(t) = v_j(t-1) + 1 \]  
\[ s_p_j(t) = s_p_j(t-1) + P(j|x) \]  
\[ e_j = x - \mu_j \]  
\[ \omega_j = \frac{P(j|x)}{s_p_j} \]  
\[ \Delta \mu_j = \omega_j e_j \]  
\[ \mu_j(t) = \mu_j(t-1) + \Delta \mu_j \]  
\[ C_j(t) = C_j(t-1) + \Delta \mu_j \Delta \mu_j^T + \omega_j [e_j e_j^T - C_j(t-1)] \]  
\[ P(j) = \frac{s_{p_j}}{\sum_{k=1}^{M} s_{p_k}} \]  

Where \( v_j(t) \) is the age of the \( j^{th} \) Gaussian, which is checked to remove only old enough Gaussians; \( s_p_j(t) \) is the accumulator, to calculate the \( P(j) \) prior probability; and \( \mu_j(t) \) and \( C_j(t) \) are the mean and covariance of the \( j^{th} \) Gaussian respectively.

The training is started with an empty model. A new component is added to the model when the following criterion (13) is met:

\[ P(x|j) < \frac{\tau_{nov}}{(2\pi)^{D/2}\sqrt{|C_j|}} \forall j \]  

Here \( \tau_{nov} \) is a novelty parameter, which tells how much part of the space is actually represented by that distribution, in the sense that a new data point in the outside area bears new information, thus a new component must be created for it. The only parameter at new component creation is the initial covariance matrix, which could reflect the sizes of the space along each dimension.

Components should also be removed from the model after a certain age, if their prior probability is decreasing over time. That means the specific distribution is never selected as a relevant distribution for any data points.

The recall phase of the IGMN in the function approximation case is done using probabilistic inference. Let the data \( x \) be the joint of input vector \( a \) and output vector \( b \), \( x=[a,b] \). The output is calculated as follows (14):

\[ \bar{b} = \sum_{j=1}^{M} P(j|a) \left[ \mu_{j,b} + C_{j,ba} (a - \mu_{j,a}) \right] \]  

Where \( C_{j,ba} \) and \( C_{j,aa} \) are submatrices of the covariance matrix.

C. Echo State Network

Echo State Network (ESN) [7] is a novel architecture for recurrent neural networks. As other recurrent neural networks, ESN is capable of modeling nonlinear dynamic systems. Its advantage over other training methods of conventional recurrent neural networks, like backpropagation through time, real time recurrent learning or extended Kalman filtering is that compared to these methods it has fast convergence.

ESN belongs to the family of reservoir computation. Its architecture is shown in Figure 1. The network consists of an input layer, a large recurrent hidden layer of neurons with sigmoid nonlinearity, called the reservoir, and a linear output layer. Only the output layer is trained, the recurrent hidden layer is only initialized with randomized weights that fit a certain criterion. The spectral radius of the hidden layer weight matrix must be less than one, so the network will satisfy the Echo State Property, which is that the reservoir must forget all past information asymptotically.

The linear output layer of the network is trained with a simple linear regression. First the reservoir dynamics is simulated with the input time series. After that the time series of the reservoir states is used with the target time series to calculate the output weights. To achieve smoother solutions in the meaning of generalization capability, either noise is added to the input time series, or ridge regression is used instead of the linear regression.

The equations to calculate the output of the ESN are the following (15, 16):

\[ x(t) = f(W_{in} u(t) + W_{x}(t-1)) \]  
\[ y(t) = W_{ou} x(t) \]  

Where \( W_{in} \) is the input weight matrix, \( W \) is the reservoir weight matrix and \( W_{ou} \) is the output weight matrix, \( f() \) is the sigmoid nonlinearity function.
ESN was successfully used in many partially observable reinforcement learning problems, like in [8]. It should be also noted that in reinforcement learning tasks usually not the previously discussed regression methods are used to find the weights of the output layer, because they need batch training, which is not an option in RL.

III. THE PROPOSED SYSTEM

As we discussed it in the introduction, our aim is to make an intelligent controller for higher level control tasks using machine learning algorithms. Reinforcement learning is a greatly studied area of research, and many results show that it is an adequate general framework for modeling operation in partially observable stochastic environments, thus to solve optimal control tasks. The core framework of our proposed system is reinforcement learning, with the \( Q \)-learning rule. We assume that a simulator is available for the system, which can be used to generate sample runs, and actually the RL can be trained on it.

To make the system able to cope with partially observable control tasks, we use an ESN to estimate the hidden state variables. Others used ESN for such purpose with success [8]. To do that, we feed the values of the observable state variables and also the action values step by step to a sufficiently sized ESN. Instead of calculating the weights of the output layer, we simply use the outputs of the reservoir to extend the observable state variable. If the reservoir is correctly sized, it is likely that the hidden state variables could be retrieved from the reservoir signals by means of linear combination.

We use an IGMN to store the \( Q \)-values of the actions for each state. This way we could take the assumption, that both the extended state and action spaces are continuous, however action selection in continuous action spaces are not trivial, so in all of our tests we used only discrete actions. The extended state signal consists of the observable state variables, and the signals of the reservoir. The normal probabilistic distribution functions of the IGMN are taken in the joint space of the extended state, actions and \( Q \)-values. The \( Q \)-values are calculated from the network according to (14).

During training we used a constant weight of 0.25 to modify the Gaussians, instead of the calculated value in (8), which is based on the posterior probability of the Gaussian. We did that to achieve a forgetting effect, because during the reinforcement learning, at first, inaccurate \( Q \) values are used to update other \( Q \) values. The effect of these inaccurate values would fade away asymptotically, as new, accurate \( Q \) values are used, but this tends to be slower than just using a forgetting effect.

The signals of the reservoir extend the dimensionality of the modeled space inside the IGMN. Because of this, the computational power needs of the algorithm grows exponentially with the size of the ESN, as the number of required Gaussians to cover major part of the extended state space is growing exponentially with the dimensionality, and in each step, the likelihood function of all Gaussians are needed to be calculated. Moreover, the time of the calculation of the likelihood function for each Gaussian scales with the dimensionality in a power of 3, because a matrix inversion is needed to be calculated during it.

To overcome these problems, we introduced several tricks, to reduce the computational complexity of the proposed system. First, we chose the obvious solution to always have the smallest possible echo state network. Beyond this we also used a space partitioning algorithm called XTree [12], which is an extension of the R*-tree algorithm. This is used to divide the space into intervals, and build a tree from these. The leaf nodes of the tree are the axis-aligned bounding boxes of those parts of the Gaussians, where they are considered relevant, based on the \( \tau_{\text{nov}} \) novelty parameter in (13). The parent nodes are always the minimum bounding boxes of their children. This way we can find the relevant Gaussians for a given state, action and \( Q \)-value, by expanding those branches of the tree only, that contains the specified point. This algorithm is especially efficient in high dimensional spaces, and its computational complexity scales with the logarithm of the stored Gaussians.

This way we were able to calculate the likelihood of only those Gaussians, that appeared to be relevant based on the XTree algorithm. We considered the likelihood of all the other Gaussians zero.

We also utilized a matrix computational trick for the calculation of the inverse of the covariance matrix of the Gaussians during the computation of the likelihood. Instead of calculating the inverse of the matrix, we store not just the covariance matrix, but also its inverse. When the covariance matrix is modified when the Gaussian in question is updated, we also modify the stored inverse to match. This way we have to use twice as much memory, but the complexity of this modification scales with the dimension only in power of 2, instead of 3 for the direct inverse calculation.

Figure 2. Architecture of the proposed system with the reinforcement

Figure 3. Total reward per episode during the training. Min, max and average values. Grey is a tabular solution, black is the ESIGMN solution
IV. TEST RESULTS

We have tested the proposed system on a limited torque inverted pendulum task, where only the angle variable was observable, the angular velocity was hidden. There were only two actions, to apply the same amount of torque to the pendulum from left or right. The parameters of the task were selected such that, the pendulum must make multiple left-right transitions in order to get to the instable equilibrium position.

The angular velocity and the angle were calculated as follows:

\[ \ddot{\varphi} = (l m g \sin \varphi + T - \mu \dot{\varphi})/(l^2 m) \]  

Where \( \varphi \) is the angle, \( l=1 \) is the length, \( m=1 \) is the mass of the pendulum, \( g=1 \) is the gravity, \( T=\pm0.5 \) is the torque, and \( \mu=0.03 \) is a friction parameter.

The reward function was the cosine of the angle of the pendulum, so when the pendulum was in the instable equilibrium point, the reward was 1 in each time step. The system was trained over 500 episodes, 200 time steps each episode. In each episode the pendulum was started from a random state.

The training was performed 20 times, and the minimal, maximal and average cumulated rewards were calculated at the end of each episode. These values are shown in black in Figure 3, filtered with a moving average of 20 episodes. To compare these results, the same values of a tabular method are also shown in grey. The tabular method used a 100 by 100 table to store the Q-values of each state (angle-angular velocity pair).

As the tests shown, the proposed method was able to improve the performance of the policy. It outperformed the tabular method, and eventually after about 70-100 episodes of training the inverted pendulum spent most of the time near the goal position. The average number of Gaussian distributions learned by the IGMN part was 179. We used 5 neurons in the reservoir for this test, which proved to be enough, based on the fact that the method was able to eventually get the pendulum to the instable equilibrium point.

V. CONCLUSION

In this paper we have presented an optimal control method that utilizes several novel machine learning techniques. It is able to solve the optimal control problems from the aspect of reinforcement learning. This approach gives a clear framework to define the dynamics of the system, the goals of the control, and the sensors and actuators, in the form of a simulator, reward function, observable variables, and possible actions. Moreover our method is able to deal with unobservable state variables by implicitly predicting them using an echo state network.

The most important element of the method is the IGMN, which stores the learned information in the form of a mixture of Gaussian distributions. The optimal action for each state is extracted from these. We have also presented how a space partitioning algorithm can be used to decrease the computational complexity of IGMN, allowing using it for complex, high dimensional problems.

As our test results shown, the method outperforms the simple tabular reinforcement learning methods. This means that the function approximation is not just an alternative way to tables, to store the Q-values; it actually gives the advantage of being able to generalize the knowledge over the state-action values in a probabilistic manner, thus requiring less training episodes to achieve the same results.

The probabilistic approach of the function approximator has further, yet unexploited potential. Now only the expected value of the Q-value is used in the reinforcement learning, however the variance could also be used during reinforcement learning. This is the main direction of our research for the future.
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