Path Reconstruction based on Gyroscope Bias Estimation using GPS
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Abstract—This paper presents a method for path reconstruction from logged MEMS gyroscope and odometry measurements, through the estimation of the gyroscope bias from GPS data. The bias estimation is done by minimizing the distance between the reconstructed path and the external reference positions (GPS) by tuning the bias with common minimization methods. Both gradient based and quasi-Newton minimization methods are investigated. An efficient quaternion-based mathematical model of the problem is presented. The path produced by the proposed method has higher spatial and temporal resolution than the GPS path, it is more accurate than a path from a purely inertial measurement unit and it is at least as accurate as the GPS path, according to real-life experiment.
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I. INTRODUCTION

In the recent years the price of inertial measurement units (IMU) based on MEMS technology dropped rapidly, allowing a wide range of professional and hobbyist applications of these sensors: control system of unmanned aerial vehicles e.g. in [1, 2], assisting the GPS in car navigation e.g. in [3, 4, 5], indoor navigation of both robots e.g. in [6] or humans in [7], motion tracking or motion capture in [8], and many others.

IMUs usually consist of a gyroscope and an accelerometer that measure the angular velocities and the accelerations. These two inertial sensors are usually combined with magnetometers that measure the Earth's magnetic field, with barometers that measure the air pressure that can be used to determine the altitude. When it is possible GPS is also often used. Occasionally these are also combined with application specific sensors (e.g. odometry). Sensor fusion is required to combine these into a virtual sensor that is able to measure both the precise position and orientation.

Most applications where IMU is used, focus on either tracking the motion of the object in order to control it in real-time or storing the sensor measurements to later reconstruct its trajectory for analysis. The most often used methods for this challenge are extended Kalman filters (EKF) [1, 4, 5, 7, 8], particle filters (PF) [3, 6, 11] and model predicting controllers (MPC) [2].

Both EKF and PF track the probability distribution of the state of the system. This is a Gaussian in the case of Kalman filters, and it is an arbitrary distribution in PFs, modeled with a set of particles. Although these methods are considered as state of the art methods, they have some limitations. EKF must be initialized with correct values, otherwise it will fail to converge. PF does not suffer from this limitation, but it is computationally intensive.

Since both methods are online, they can estimate the state of the modeled system only from the past observations. This means that when some of the sensors cannot be sampled with the same frequency as others, there will be iterations with some sensory inputs missing, just like in [1].

Consider, for example, the following scenario. The orientation and position of a device are to be determined. Using an IMU by itself is not sufficient, since only dead reckoning could be achieved with it, meaning that the uncertainty of the state of the system would grow indefinitely over time. It must be combined with some absolute position sensor, like a GPS. IMUs can be sampled with 100 Hz frequency, but GPS usually can be sampled only with 1 Hz. This means that only each 100th iteration would contain an update with a GPS measurement. The uncertainty of the state in the intermediate iterations grows till the next GPS measurement. This way the 99th iteration has the largest uncertainty, but it is only 1 iteration away from a GPS measurement in the 100th iteration. If this GPS measurement would have been known beforehand in the 99th iteration, the uncertainty could have been much smaller.

In the case of online applications, where immediate results are required, like control tasks, this is the best option we have. However, there are other applications, like [8], where delayed or even offline results are sufficient. In such applications, it might be worth it to use other methods for the sensor fusion, which can take all data into consideration.

The field of mobile robot navigation has a similar problem too. As most mobile robots are designed to operate indoors, the use of GPS for the solution of the localization problem is not possible. Not just because of the blocked satellite signal, but because of its insufficient accuracy, as the robot might need to navigate in narrow spaces. One of the most basic localization methods is dead reckoning using odometers or IMUs. In these cases the measurements are integrated over time, causing the uncertainty to increase continuously. To overcome this...
problem, these dead-reckoning methods are used together with other localization methods, which sense the environment of the robot.

In these cases some other sensors like cameras or range finders detect so-called landmarks and measure the distance between them and the robot. Sometimes the landmarks themselves have some active components, like radio beacons. When a landmark is detected, the position of the robot is determined using the relative distance between the robot and the currently visible landmarks and the absolute positions of these landmarks. For the latter, a map is needed, which might also be created by the robot in the case of an unknown environment, leading to the simultaneous localization and mapping (SLAM) problem [9].

During the mapping phase, the robot detects the landmarks for the first time, but since its own position is yet uncertain due to the lack of absolute position updates, the position of the landmarks cannot be determined with the required accuracy at the time of the detection. However, as the robot moves, and detects a previously detected landmark by closing a loop, all the positions of the landmarks detected between the two observations can be improved retrospectively. This is something that the online methods EKF and PF cannot achieve: taking new measurements to update old estimates.

In this paper, we are presenting an easily implementable offline method to reconstruct the path by the fusion of MEMS gyroscope, odometer and GPS sensors. The method considers all measurements at all points of the path. It is based on the estimation of the gyroscope bias that is estimated by minimizing the distance between the reconstructed path from the gyroscope and odometer measurements, and the GPS path, using simple optimization methods.

In the next section, we will present our method. We will show how the method produces a path with much higher spatial and temporal resolution and also with higher accuracy than the GPS. We will also show test results on real-world measurement data, using it on a bicycle-mounted measurement system.

II. THE METHOD IN DETAIL

A. Path reconstruction

The greatest limitations of MEMS gyroscopes are their bias and drift [10]. This prohibits the use of these sensors for scenarios, where the sensor signal must be integrated over a long time, since one cannot fully compensate the changing bias, and the resulting error accumulates over time.

However, if one could estimate the bias over the course of the measurement, this limitation could be canceled [11]. One possible approach is to reconstruct the trajectory only from the IMU data, and compare it to a simultaneously measured trajectory using some external reference (e.g. GPS). The bias then can be determined by changing it with optimization algorithms to minimize the difference between the two.

To reconstruct the physical trajectory of the sensor at the time of the measurement, we must calculate two variables from the available sensory data. These variables are the position and orientation of the sensor, at each sample. To do this, we process the 3D gyroscope measurements along with a filtered version of the odometer measurements, which are basically the traveled distance.

The position of the sensor \( \mathbf{p}_t \) is a three-dimensional vector at each sample, taken in a Cartesian coordinate system, aligned to the east, north and vertical up geographical axes. The orientation of the sensor \( \mathbf{q}_t \) is represented with a unit quaternion, where the imaginary units coincide with the axes of the frame of reference of the position vector. Quaternions are extensions of complex numbers and are ideal for representing rotations in 3D space.

Reconstruction of the path from gyroscope samples and traveled distance samples is almost straightforward. The initial position \( \mathbf{p}_0 \) is always placed to the origin of the frame of reference, but the initial orientation \( \mathbf{q}_0 \) is a parameter of the method, which is determined using an optimization step, which will be covered later in the II/C. section. After the initial setup, at each sample the position and orientation are updated in chronological order, according to the following equations:

\[
\mathbf{p}_t = \mathbf{p}_{t-1} + \text{dir} \cdot \mathbf{d}_t; \quad \text{dir} = \mathbf{q}_t \mathbf{h}_t
\]

\[
\mathbf{q}_t = \mathbf{q}_{t-1} \mathbf{g}_t
\]

, where \( \mathbf{h} \) is the heading vector in the frame of reference of the sensor, \( \mathbf{d}_t \) is a scalar value denoting the traveled distance in this time step. So (1) is basically rotating the traveled distance vector into the world frame of reference from the sensor frame of reference. In (2), \( \mathbf{g}_t \) is the quaternion created from the gyroscope sensor readings:

\[
\mathbf{g}_t = 1 + \frac{\varphi \omega_t}{8} + i \left( \frac{\varphi}{2} - \frac{\theta \omega}{4} \right) + j \left( \frac{\varphi}{2} + \frac{\theta \omega}{4} \right) + k \left( \frac{\omega_t - \varphi \theta}{4} \right)
\]

, where \( \varphi, \theta, \omega \) are the rotation angles around the \( x \), \( y \) and \( z \) axes of the frame of reference, calculated from the bias compensated gyroscopic readings. The imaginary units for the axes are \( i, j, \) and \( k \), respectively. Note that this equation is an approximate one. In the accurate version trigonometric functions are used on these angles. But since the value of these angles are so small even at full-scale output that we can approximate \( \sin(x) \approx x \) and \( \cos(x) \approx 1 \) with very low error. This approximation, on the other hand, gives us considerable performance gain.

B. Noise model

The equations in II/A. would be sufficient to estimate the path from the gyroscope and odometer measurements, if they were accurate without any error or noise. Unfortunately, that is not the case.

Both the gyroscope and the odometer are sources of various errors. Since both are digital sensors, they have quantization error. When considering the odometer, the traveled distance (which is always positive) is integrated during the calculations, causing the relative quantization error of the integrated traveled distance converging to zero.

The quantization error of the gyroscope is also ignored because the uncorrelated Gaussian thermal noise on the output is far greater than one LSB, effectively dithering the output.
This noise is actually very useful to measure less than one LSB angular velocities with the gyroscope.

The odometer has a time-invariant gain error, \( D_{\text{gain}} \), so the measured \( d_t \) value is the real odometer value \( \bar{d}_t \), multiplied by the gain error (4). To determine this error, we use an optimization step, which will be detailed in the II./C. section.

\[ d_t = \bar{d}_t D_{\text{gain}} \tag{4} \]

We assume that the gyroscope is calibrated, so there is no considerable gain error on its output. On the other hand, MEMS gyroscopes in general suffer from bias (offset error) \( B_t \), which is also time-variant, and also a Gaussian noise component (thermal noise) \( N \), which has already been mentioned (5). This Gaussian noise can be mitigated by averaging, which is implicitly done by the integrations during the calculation in (1) and (2).

\[
[q_t, \theta_t, \omega_t] = [\bar{q}_t, \bar{\theta}_t, \bar{\omega}_t] + B_t + N \tag{5}
\]

\[
B_t = [b_{q,t}, b_{\theta,t}, b_{\omega,t}] \tag{6}
\]

The biggest source of errors is the gyroscope bias. This can be mitigated by measuring the bias, and subtracting it from every sample. However, the drift of the bias makes this solution imperfect.

### C. Gyroscope bias estimation

The aim of the method is to estimate the gyroscope bias for each measurement sample by minimizing an objective function:

\[
C = \sum_{t \in \tau_{\text{GPS}}} (p_t - \text{GPS}_t)^2 \tag{7}
\]

, which is basically the deviation of the GPS path and the path deducted from the gyroscope samples. The minimization is done in two steps, with different algorithms.

The first step is needed to set the gyroscope bias to a reasonable value, and it can be fine-tuned in the second step. The bias \( B_t \) is considered constant, which makes it possible to solve the problem quickly with fast Quasi-Newton solvers, as the number of tunable parameters is low. Here not only the gyroscope bias, but the initial orientation \( q_0 \) and the odometer gain \( D_{\text{gain}} \) are also considered as tunable parameters. Optimizing these parameters with respect to the objective function, we get estimates for these values, including the mean gyroscope bias values for all three axes. These will be tuned further in the second step.

In the second optimization step, the bias is no longer considered constant throughout the whole measurement data series, but it is divided into equally long time segments of 5 seconds, where the bias is considered constant. The reason for this partition is twofold, (*) this way we have only fifth of tunable parameters than GPS positions (provided that we have 1 sample/sec GPS data). and (**) this also reflects the short-time stability of the gyroscope bias. We don't want to model the uncorrelated Gaussian noise (\( N \) in (5)) on the gyroscope output as offset error.

One can consider different optimization algorithms for the second step. We have used gradient methods, where the parameter vector is modified with the gradient of the objective function:

\[
B_{t,i+1} = B_{t,i} + \delta \tag{8}
\]

\[
\delta = \gamma \frac{\delta C}{\delta B} \tag{9}
\]

We have also tested quasi-Newton methods, namely the Levenberg-Marquardt (LM) method, which modifies the parameters by solving a linear equation system for \( \delta \) created from the Jacobian matrix of the objective function:

\[
( J^T J + \lambda I) \delta = J^T e \tag{10}
\]

\[
e_t = p_t - \text{GPS}_t; \quad J_t = \frac{\delta p_t}{\delta B} \tag{11}
\]

### D. Efficient analytic derivative calculation

Both methods need the partial derivatives of the objective function with respect to the tunable parameters (gyroscope bias). These derivatives are calculated as follows:

\[
\frac{\delta C}{\delta B_t} = \sum_{t \in \tau_{\text{GPS}}} 2e_t \frac{\delta p_t}{\delta B_t} \tag{12}
\]

\[
\frac{\delta p_t}{\delta B_t} = \frac{\delta p_{t-1}}{\delta B_t} + \delta d_t \frac{\delta q_t}{\delta q_t} \tag{13}
\]

\[
\frac{\delta q_t}{\delta B_t} = \begin{cases} \frac{\delta q_{t-1}}{\delta B_t} + \frac{\delta q_t}{\delta q_t} \frac{\delta B_t}{\delta B_t} & \text{if } t \geq \tau \\ 0 & \text{otherwise} \end{cases} \tag{14}
\]

The equation (12) needs to be solved for all \( \tau \) indices, which cover all gyroscope samples, but at least each different 5 seconds long gyroscope bias time segment. Since the number of GPS samples (which determines the length of the summation) and the number of gyroscope bias time segments are proportional to the length of the measurement, the naive implementation of (12) has at least quadratic complexity.

However, the above equations can be rewritten in closed form, using some intermediary variables \( Q, A \) and \( D \) as follows:

\[
Q_t = \prod_{i=\tau}^{t} \frac{\delta q_i}{\delta q_{i-1}} \tag{15}
\]

\[
A_t = \frac{\delta q_t}{\delta q_t} \frac{\delta r}{\delta q_t} \tag{16}
\]

\[
D_t = \sum_{i=0}^{t} \frac{\delta d_t}{\delta q_t} Q_i d_i \tag{17}
\]

\[
\frac{\delta q_t}{\delta B_t} = Q_t Q_t^{-1} A_t \tag{18}
\]
\[
\frac{\delta p_t}{\delta b_T} = (D_t - D_e) Q_T^{-1} A_t
\]

(19)

\[
\frac{\delta e}{\delta b_T} = \left[ \sum_{t \in \tau_{GPS}} 2e_t D_t \right] - \left( \sum_{t \in \tau_{GPS}} 2e_t D_e \right) Q_T^{-1} A_T
\]

(20)

The computation complexity of the above calculation method is linear in the length of the measurement data, which makes the whole method very efficient, as these equations must be calculated at each optimization iteration step.

The main innovation in this computation method is that (13) and (14) is decomposed to a sum and a product of the same function \(D_t\) and \(Q\) at \(t\) and \(\tau\), in (19) and (18), respectively. It should be noted, that the matrix inverse \(Q_T^{-1}\) in (18) always exists, since \(Q_T\) is a product of non-singular Jacobian matrices of unit quaternion multiplication.

### III. The Data Collection System

In order to get real-life data, we have investigated several options. We have chosen a bicycle as our main testing platform, for several reasons. One of the main reasons (other than availability) was that it is relatively easy to get odometry sensor data on a bicycle, compared to cars or motorbikes. Bicycle computers, to get odometry data, use a magnetic switch mounted on the fork, and a magnet mounted on the spoke of the front wheel. This measures each full revolution of the wheel. Sampling this sensor would give 1 if the magnetic switch is on, 0 otherwise. With 100 Hz sample rate, this would result in a very sparse non-zero signal. Multiplying it by the perimeter of the wheel and using moving average on it will produce the travelled distance.

Another main reason for choosing a bicycle was that when riding it, the bicycle rotates around all three axes and not just the axis perpendicular to the ground surface, as it bends to the side during cornering. This way we could test our method on all three axes simultaneously, as the rotations around the axes affect each other.

We have mounted a custom built sensor logging device on the bicycle as shown in Fig. 1. It is built around an ATMEGA328p microcontroller. It has the following sensors: L3G4200D 3-axis MEMS gyroscope, BMP085 pressure sensor, HMC5883L 3-axis compass, ADXL345 3-axis accelerometer, MPU6050 3-axis gyroscope and accelerometer, and Quectel L80 GPS module. All sensors including the odometer are sampled at 100 Hz, even those that has lower maximum sampling rate, except the GPS, which is sampled at 1 Hz.

For our tests, we have used only the two gyroscopes and the GPS module. Since the altitude reading of the GPS was very noisy, we have used the pressure sensor instead, to determine the altitude of the device. The output of the sensors was logged to a micro SD memory card.

### IV. Test Results

We have used the sensor data collection system on a path around Budapest. The path includes some sharp turns, long straight and mildly turning segments, a bridge with some elevation change, and some places with blocked GPS signal. The path took about half an hour.

After the sensor data was collected, it was processed on a desktop computer. The results are shown on the following figures.

Fig. 2. shows the path after the first step of our method, which is optimizing the objective function for constant bias values. As it can be seen, it does not result in a good absolute path, as the bias changes over time, but the local features of the path are all visible with high temporal resolution.

![Fig. 1. The data collection system, built in the case of a bicycle lamp](image1.png)

![Fig. 2. Reconstructed path after the first optimization step. Red (dotted): GPS path, blue (solid): reconstructed path. Scale is in meters.](image2.png)
The gradient method is an optimization technique that uses the gradient of the objective function to guide the search for the minimum of the function. It is widely used in machine learning and data science for its ability to efficiently find the minimum of a function. The gradient method is based on the idea of gradient descent, where the search direction is the negative of the gradient of the function at the current point. This direction is the direction of steepest descent, and it is used to update the current point in a way that reduces the value of the function. The update is typically done using the following formula:

$$\mathbf{x}_{k+1} = \mathbf{x}_k - \eta \nabla f(\mathbf{x}_k)$$

where $\mathbf{x}_k$ is the current point, $\eta$ is the step size (or learning rate), and $\nabla f(\mathbf{x}_k)$ is the gradient of the function at $\mathbf{x}_k$. The step size is typically chosen to be small enough to ensure convergence, but large enough to make progress. The gradient method is known for its simplicity and efficiency, but it can sometimes struggle to find the global minimum of a function, especially if the function has multiple local minima. To address this issue, various modifications and extensions of the gradient method have been developed, such as conjugate gradient methods and quasi-Newton methods. These methods use additional information about the function, such as its second derivatives, to improve the search direction and make the optimization process more efficient. The choice of optimization method depends on the specific problem and the properties of the function being optimized. For example, if the function is non-convex and has many local minima, quasi-Newton methods may be more effective than gradient methods, while if the function is smooth and strongly convex, the gradient method may be sufficient.
We only had full success with the gradient method. The LM optimizer also started to reduce the error, but after some iterations the error began to increase, and the optimization became divergent. It might be worth it to investigate a combination of the two optimization methods to achieve increased performance.

B. Comparison with ground truth and alternative methods

We have compared the reconstructed path with the ground truth path. Unfortunately, there was no other measurements available of the true path of the bicycle than the measurements that we have recorded, so we had to create it by carefully drawing the most probable path on a satellite image. This might not be as precise as one would want, but considering the resolution of the available satellite image, it is quite certain that the average accuracy of the ground truth path obtained this way is less than 3 meters. There might be a constant bias between the satellite image coordinates and the measured GPS points, so we compensated this by translating the ground truth path so that the distance between the path and the GPS points would be minimal.

After we determined the ground truth, we calculated the closest distance of each point in the GPS data and each point in the reconstructed path from the ground truth polyline, without considering temporal information.

The average distance between the GPS points and the ground truth was 6.97 meters. The average distance between the points of the reconstructed path and the ground truth was 6.62 meters. This means that our method was able to slightly improve the accuracy of the GPS points.

The authors in [11] proposed two methods with KF and PF in a very similar application. They reported 7 to 25 meters accuracy in their measurements, depending on different circumstances.

V. CONCLUSION

In this paper, we have presented a method which is able to reconstruct the path, based on gyroscope and odometer measurements, by estimating the gyroscope bias using some external reference measurements, GPS in this case. The estimation of the bias is done by minimizing the difference between the reference path and the reconstructed path by tuning the bias values. An efficient calculation method was presented for computing the derivatives of the objective function, which is needed for the optimization.

The resulting path has higher resolution both in time and space than the GPS path in itself. It is also more accurate, as the gyroscope is able to sense very little changes in the heading, where the GPS cannot. It has long-term accuracy opposed to purely inertial IMU systems, where the error accumulates over time. It also might be possible that this method increases the accuracy of consecutive GPS measurements just as averaging would do, as it provides a connection between two GPS measurements, although this subject needs more investigation.

This method makes it possible to provide accurate position information in places for shorter time periods where GPS signal is blocked, as the user is passing through these areas. By using another kind of external reference measurements than GPS, like range finders on mobile robots, or even a-priori information, like a roadmap, new applications become possible. Such applications could be e.g. indoor localization for mobile robots or automotive navigation without the need of GPS satellites.
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