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Abstract. The effectiveness of greenhouse control can be improved by the appli-

cation of model based intelligent control. Such control requires a good model of 

the greenhouse. For a large variety of industrial or recreational greenhouses the 

derivation of an analytical model is not feasible therefore black-box modeling has 

to be applied. Identification of black-box models requires large amount of data 

from real greenhouse environments. Measurement errors or missing values are 

common and must be eliminated to use the collected data efficiently as training 

samples. Rare weather conditions can temporally lead to unusual thermal behavior 

around and within the greenhouse. Anomaly detection run on the measurement da-

ta can identify such unusual samples and by excluding those from the model 

building better models and higher validation accuracy can be achieved. This chap-

ter discusses problems of cleaning the measurement data collected in a well in-

strumented greenhouse, and introduces solutions for various kinds of missing data 

and anomaly detection problems. 

1   The Concept and the Requirements of Intelligent Control 

Greenhouses are built in various sizes and types all around the world to house 

plants needing special environmental conditions. Greenhouses are widely used 

both for vegetable and ornamental plant production. 

The basic operation of a greenhouse is as follows: The transparent walls and 

roofs allow the solar radiation to pass through, but the warmed up air is kept in-

side. To prevent extreme high or low temperatures inside the house several actua-

tors can be utilized. Shading curtains, automatic windows and active cooling sys-

tems can slow down the temperature rise in the summer while heating appliances 

are used in the cold season. 
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Most greenhouses are provided with some kind of simple automated control 

[2]. Such traditional control systems are based on setting operating levels which 

are decided by the owner, e.g. the owner has to set a window opening temperature 

limit along with a window closing temperature limit. Such rules have to be created 

for all different actuators and control situations. Main advantages of this control 

scheme are its simplicity (yielding high reliability) and simple working logic (the 

owner of the greenhouse always knows exactly why particular actions are happen-

ing). On the other hand traditional control solutions have some major disad-

vantages: 

– The owner has to adjust operating rules relying only on his or her expertise 

about the facility, and is not supported by the control system to do it opti-

mally or even efficiently. 

– The control is reactive. It means that the actuators are operated only after 

the set limit is reached. Unwanted situations cannot be avoided in advance, 

even if they could be predicted, or the limits must be set much more con-

servatively. 

– The actuators are not synchronized. All actuators work independently 

based on their rules yielding suboptimal at the best total operation of the 

greenhouse. 

The concept of an intelligent greenhouse is conceived to overcome these limita-

tions [3]. In place of simple operating rules, the greenhouse owner specifies goals 

for the control (e.g. in the form of target parameter zones). The system should then 

build a model of the greenhouse and predict its future states to avoid unwanted 

circumstances in advance. Using the predictions from the greenhouse model AI 

planning could be used to create plans for all actuators jointly [4]. This novel ap-

proach is expected to help to overcome the limitations present in current green-

house control systems. 

The prospects of intelligent greenhouse control depend strongly on the accura-

cy of the modeling. Considering that greenhouses come in different sizes and are 

designed for different purposes, analytical models are usually not applicable (fea-

sible) to this problem [5]. Solely a black box-model might be able to adapt to any 

greenhouse it is installed in. The main drawback of black-box modeling, however, 

is the large number of training samples needed to construct and tune the model 

[6]. The training samples must be derived from the training data recorded as time 

series characteristic to the evolution of the greenhouse where the whole control 

system is installed. 

The accuracy of greenhouse models depends also on the time and space resolu-

tion of the measurements. While measuring e.g. every 5 minutes seems to be ac-

ceptable (due to the slow dynamics of the thermal processes in the greenhouse), 

the usual single location measurement used in traditional control systems is much 

too limited option. To build high precision models several measurement locations 

have to be set up at strategically selected locations within the greenhouse. 
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Fig, 1. Simplified thermal zone structure of an industrial greenhouse 

Data recorded in a real environment can be disturbed with several external in-

fluences: faulty operation of the data acquisition hardware (missing values or out-

liers) or rare, local weather phenomena can produce invalid data. The reparation or 

exclusion of such invalid data is essential to provide a reliable control for the 

greenhouse, and this is the responsibility of the data cleaning process: data records 

have to be classified as correct (can be stored without processing), as repairable 

(the data cleaning process is able to repair it) or as invalid (the record cannot be 

repaired, and has to be dropped). The problem of data cleaning was dealt with in 

the conference paper [1]. The main result of the present chapter is the management 

of the anomalous records. Records after the data cleaning process can all be classi-

fied as valid, but their usefulness for the model building can vary. High quality da-

ta records can speed up the model building and validation while low quality rec-

ords should be omitted from the modeling process. The quality of data is 

determined by the anomaly detection process. 

 The structure of the chapter is as follows. Section 2 reviews the problem of the 

black-box modeling of the greenhouse. Section 3 provides information about the 

data acquisition system and the character of the measured data.  Sections 4, 5, and 

6 treat the problem of repairing the data coming from various sources. Section 7 

introduces the problem of anomaly detection, presents interested cases and the 

proposed solution. Finally the experience is summarized and further research de-

lineated. 

2   Modeling the Experimental Greenhouse 

A measurement and traditional control systems have been installed in a 100 m
2
 

greenhouse to collect real world measurement data. The greenhouse has 18 desks 

holding most of the time very young and sensitive ornamental plants. 

The measurement system records temperatures from all desks and also from 

thermally quasi-homogeneous larger parts of the greenhouse called zones. Fig. 1 

shows the zone partitioning of the greenhouse: Zone-0 is the heating pipe; Zone-1 

contains the desks (some covered with foil for humidity protection); Zone-2 

means the interior air under the shading screen; Zone-3 means the air above the 

shading screen while Zone-4 represents the environment immediately outside the 
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house. Temperature data is collected every 5 minutes from all zones with 0.5 de-

gree accuracy. In addition online weather data for the region of the greenhouse is 

read with hourly resolution. Regional weather data and forecasts are also recorded. 

3   The Data Records 

The data acquisition system is already installed and running since early 2008. 

Since then 297037 records were stored in the central database representing 23250 

hours of measurement. Unfortunately the recording was not without breaks (the 

system was sometimes turned off for maintenance and power outages occurred al-

so), but this amount of rough data is what is available for the modeling, nothing 

else. The structure of the records is presented in Table 1. The recorded attributes 

are grouped into physical quantities (global zone measurements; desk measure-

ments; data from online sources) and actuator states. These different groups of 

collected data might contain different types of errors and consequently call for dif-

ferent handling. The system also records regional temperature forecasts from an 

online source for 6 hours ahead. 

4   Processing Physical Quantities 

Records of physical quantities can contain three kinds of invalid values. The data 

acquisition system might enter an error code instead of the valid data (in case of 

errors at the lower system levels, e.g. error in the communication with the sen-

sors). These error codes are represented by numbers out of measurement range for 

a given sensor, thus they can be processed together with the out of range meas-

urements caused sometimes by sensor malfunctioning. Both cases can be differen-

tiated by checking the recorded values against the upper and lower bounds of the 

operating range of the given sensor. 

Some physical processes, driving particular quantities can exhibit large time 

Table 1. The Structure of Output Data Records of the Greenhouse Data Acquisition System 

 

Field Name Zone Unit  Field Name Zone Unit 

Heating pipe temp. 0 C  External local temp. 

4 

C 

Desk 1 temperature 

1 
C 

 

 External local radiation % 

…  External online temp. C 

Desk 18 temperature  Heating state - 

code 
Under shading temp. 1 

2 
C 

 Shading state - 

Under shading temp. 2   Upper windows state - 

Under shading radiation %  Side windows state - 

Above shading temp. 3 C  Misting usage time - sec 
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constants, thus the change rate of these values will be limited. Comparing the ac-

tual value to the one read in the last recording can indicate such measurement er-

rors with extreme high dynamics. Unfortunately identifying problematic values in 

the data alone is not enough to support the modeling process. Most black-box 

methods used for model building cannot handle missing input values and such at-

tributes must be repaired in some way.  

Copy method: Due to the slow process dynamics copying the previous valid 

recording (if it is not older than 10 minutes) is an acceptable solution in case of 

most physical quantities. If the last available record is too old, time-series predic-

tion methods might be considered, but in case of many values missing this would 

be too resource intensive. Taking into account the high computational needs of the 

intelligent control such expensive data restoration methods cannot be afforded, 

and in this rare case it is better to drop the whole record. 

Regression method: There is a specific physical parameter, namely the re-

gional temperature value recorded from the internet that can be handled different-

ly. This value is special in two main aspects: it is updated only once in an hour 

(thus copying the former value is acceptable in an hour range) and it contains 

somewhat redundant information as its value cannot be independent from the local 

temperature measurements. Considering it a simple regression model can be built 

based on local measurements to approximate the regional temperature value in 

case of internet black-out. This model uses the local temperature and radiation 

measurements as regressor values. A simple model of (1) was chosen for approx-

imation as its accuracy is close to the sensitivity of the approximated data. 

2

3210 ***
~

locallocallocalregional RaRaTaaT
 

(1) 

In (1) Tregional is the approximated regional temperature value, Tlocal is the local 

temperature measurement while  Rlocal is the local radiation data. Higher order re-

gression models were also tested but their accuracy did not prove to be significant-

ly better. The weighting parameters ai must be calculated periodically to follow 

the changes in the relationship between the two measurement locations (i.e. the 

weather station and the greenhouse), but this calculation (using least squares 

method) is necessary only once a week to keep the approximation accurate. 

Spatial interpolation: Temperature values recorded at the desks holding the 

plants call for a special handling too. Desks close to each other in position have 

closely related temperatures, thus restoring a missing desk value can be accom-

plished by a spatial interpolation. Unfortunately some of the desks used to be cov-

ered with transparent foil to keep the humidity high while other desks are left un-

covered based on the plants’ actual needs. This fact makes it impossible to simply 

use the data from the closest desks for the reconstruction process. The desks for 

the interpolation must be selected dynamically for every restoring operation. On 

the other hand the state of the desks (i.e. foil covering) does not change frequently 

therefore these relationships can be cached and calculated only once a day. 
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In the current implementation the desks are sorted by the similarity (calculated 

based on the mean square difference of temperature values measured on the desks) 

of the previous 3 days. The weighted average of the 3 most similar desks is used 

as a replacement. The weighting factor is the normalized similarity value and the 

factors are daily recalculated. This method makes the system able to operate with 

some permanently malfunctioning desk sensor, which is very important consider-

ing the increasing unreliability of the large number of desk sensor used in the 

greenhouse. 

5   Processing Actuator States 

Two kind of actuator states are recorded in the given greenhouse: some actuators 

are characterized by their states (such as the windows with open/half-open/closed) 

while other actuators by the operation times (e.g. the operating time of the misting 

system) associated with them. The first group can be considered as a simpler case 

of the physical quantities as only error codes and out of the range state codes have 

to be identified and replaced. In the current implementation the only replace pro-

cedure available here is the copy method – later on with the greenhouse model 

available the system might be able to approximate the unknown state of the actua-

tors based on the thermal behavior of the house. 

For the second group of state descriptors, the only possible way to replace the 

missing data is to assume that the actuator was turned on, as it is the case most of 

the time. 

6   Processing Regional Temperature Forecasts 

The regional temperature forecasts are obtained from a free online source. Some-

times this source becomes inaccessible (because of site maintenance or other rea-

sons) resulting in missing predictions. As local measurement data is more likely to 

be available in the system, the regional forecast restoration process can rely on 

them. A time-series mining method is implemented to produce local weather fore-

casts. Thus (1) can be used (with the weight factors recalculated if necessary) to 

present the missing regional prediction from this local forecast. Of course if there 

is a former regional forecast at hand it might be used in the first few hours (e.g. a 4 

hours old, 6 hours long forecast has yet valid data for the first 2 hours, thus only 

the last 4 hours must be calculated). 
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7   Anomaly Detection 

Anomaly detection is the last step of the data preparation process. Data cleaning 

methods introduced so far were intended to make a crisp decision about the quali-

ty of data (whether it is trustworthy of not), and replace the attributes qualified as 

unacceptable in one way or the other. This way data cleaning ensures a constant 

flow of acceptable data for the higher levels of the system, but lacks the ability to 

classify this data any further. In the case of the intelligent greenhouse the concept 

of anomaly detection refers to the process of examining the output data of the data 

cleaning process for its further usefulness.  

Data quality measures the usefulness of data in the greenhouse modeling pro-

cess. The data is high quality if it represents well the natural thermal dynamics of 

the greenhouse and is suitable to run modeling methods efficiently. Data quality 

will be low, if the data comes from some exceptional phenomena of the green-

house or if it is disturbed with notable measurement noise. Running model build-

ing algorithms on high quality data can be much more efficient, as the low quality 

records will only introduce additional noise components into the learning process. 

Data recorded in the greenhouse can be low quality for many reasons. A mal-

functioning actuator can generate unwanted effects inside the house, e.g. if the 

windows would be stacked closed the whole day, the internal thermal processes 

would develop differently than on normal days. The weather is also strongly af-

fecting the greenhouse, and rapid weather changes or fluctuations in the solar ra-

diation can have unexpected effects inside the greenhouse. The data quality can be 

transformed in practice into the qualification as ordinary and extraordinary situa-

tions. Ordinary situations are good examples of the normal life of the greenhouse, 

while extraordinary situations are rarely occurring special events. 

With this practical consideration about the data quality the test results of the 

greenhouse control can be analyzed with more insight as well. The greenhouse 

control can execute bad decisions and produce suboptimal operation in case of ex-

traordinary circumstances, as these situations are rare and preparing for them is 

hard. On the other hand the greenhouse control, trained on high quality data, in-

tended to cover the majority of ordinary situations well, has to be able to produce 

good control performance in case of ordinary circumstances. 

7.1   Extending Data Records 

The goal of anomaly detection is to identify data records with unusual internal 

structure (the attributes are messed up by some external disturbance) or unusual 

dynamics (the thermal processes of the greenhouse evolve abnormally).  The first 

case requires a detailed analysis of the interrelationship between the attributes, 

while the second case can be handled by using previous data records to identify 
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tendencies. The method of extending data records detailed here is aimed to gather 

all necessary attributes into a single extended data record to be analyzed. The data 

record extender is a function with all temperature and radiation and control inputs 

listed in Table 1. This means 32 real value inputs along with some administration-

al data, such as record IDs and timestamps.  

Different data types are processed in different ways. Each temperature record is 

extended into 2+24 values. The first value is the mean of the attribute over the last 

2 measurements while the second value is the difference of the attribute and its 

last measured value. The next 24 values are generated as the difference of the giv-

en value and all other 24 temperature measurements of the system. 

Each radiation input is extended to 2 values. The first value is the mean of the 

last 2 measurements while the second value is the difference exactly as in case of 

temperature data. The low number of radiation measurement (only 2) and the 

strong effect of the shading screen control onto their relationship makes it hard to 

express their connection in any simple way, thus radiation relations are not han-

dled by this method. 

The actuator control signals are handled universally as if all actuators would 

have 3 possible states. This assumption is true for the upper windows and the 

shading screen, while the heating and the side windows use only 2 of the 3 availa-

ble states. For each actuator the time distribution among the states is calculated 

based on the last 12 measurement records (60 minutes). Along with the state dis-

tributions the number of state changes is also given for each actuator separately as 

the number of actuator commands issued also holds important information about 

the state of the control system. 

After extending all input parameters, the extended data record contains 644 

numeric values. Most of these values represent the inter relation between the dif-

ferent temperature values, and this data is somewhat redundant, but the extended 

data record describes both the dynamics of the system and the relationships of the 

attributes together in a simple form. 

7.2   Detecting Anomalies in Cleaned Data 

A simple model is built from the extended data records at the beginning of the 

anomaly detection operation, and this model is updated with every new data rec-

ord analyzed. The model consists of 24 averaged data records for each hour of the 

day, and 24 data records representing the standard deviations of each element in 

the model at the given hour. The first 5000 data records (approx. 17 days of meas-

urement) are used to build this model and to calculate the standard deviations. 

Other data records can be tested against the model. After processing the new rec-

ords the model is iteratively updated, taking into account the new records with the 

0.01 discount factor, and standard deviation values are also updated. This way the 
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Fig, 2. Anomaly detection run on 10000 data records from the summer of 2008. 

system model can keep up with the structural changes of the greenhouse, while its 

structure is kept simple. 

After building the initial system model data records can be run through the 

anomaly detection. As the first step the data record has to be extended using the 

data record extending function. The second step is to select the appropriate hour 

from the system model based on the measurement time of the input record. After 

that the two extended data records (the one from the system model, built from 

several previous averaged measurements; and the one generated from the input 

record) can be compared attribute by attribute. Every time when the two records 

differ on any value more than 2 times the standard deviation, the input record gets 

1 hit point. These hit points are summed after calculating all differences, and the 

sum is squared, producing a relative measure of how extraordinary the given input 

record is, called a hit value. The higher the hit value is, the more unusual the given 

data record is. Fig. 2 shows an example of this measure on tests run on 10 000 da-

ta records from the summer of 2008. 

7.3   Anomalies Detected 

The anomaly detection method produces a hit value to all input data records. The 

majority of data records have a uniformly low hit value as most of the time the 

thermal system of the greenhouse is operating normally. The hit value function 

shows occasional spikes, and this is where the unusual situations take place. After 

careful investigation of the spikes the following three types of anomalies can be 

detected in the data records. 

At sample 3372 in Fig. 2 the sensors placed on desks 11-13 were malfunction-

ing, and produced a temperature drop of 5 degrees. The next measurement was 

correct, and this error was not corrected by the data cleaning system, as similar 

temperature changes can happen under normal circumstances. The anomaly detec-
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tion gave a high hit value to this data record as several temperature values were 

behaving strange compared to their previous values and to the other measurements 

around them. Identifying such temporal and rare sensor malfunctioning makes it 

possible to eliminate such measurements from the model building and validating 

process yielding higher precision thermal models for the greenhouse. 

Around sample 6923 several spikes can be seen in Fig. 2. These measurements 

were made on 07-07-2008, a summer day with a high cloud activity. The radiation 

measurements revealed that the solar radiation was rapidly changing during the 

day. This lead to unusual thermal oscillations inside the greenhouse and this spe-

cial situation (caused indirectly by the clouds) was indicated by the anomaly de-

tection. Such days should be eliminated from model building and testing as the 

cloud coverage prediction is out of scope for any complexity of greenhouse mod-

els, thus these changing circumstances are impossible to forecast. 

Sample 8629 was recorded on 14-07-2008 at 11:01 am. This was the time, 

when a strong storm reached the environment of the greenhouse causing a sudden 

end to the usual morning warming process and dropping temperature with more 

than 5 degrees for several hours. At the middle of the day the parameters of the 

greenhouse were changing just if it was late evening, and this disturbance was in-

dicated by the anomaly detection. Measurement data from such special weather 

phenomena are very useful for testing control systems in extreme weather condi-

tions when quick reaction and safe operation has the priority.  

Many other spikes were also investigated in Fig. 2, and a lot of these anomalies 

could be classified in one of the three events detailed before, namely the malfunc-

tioning sensor, the unpredictable weather or the rare (unusual) weather phenome-

na. Unfortunately it also has to be noted, that the number of false alarms is signifi-

cant, but the large measurement database lowers the importance of this problem. 

8    Results 

The data cleaning system has been implemented in the experimental greenhouse. 

All measurements (both historical and new measurements are handled the same 

way) are stored in the raw measurement data table in the central database. The da-

ta cleaner application reads this data along with the metadata (holding information 

about the sensors validity range, the actuators type and legal state count, etc.). If 

the data record can be repaired then it is processed accordingly in this application. 

The regional weather data is the only exception, as it is repaired in a separate 

module shared with the regional forecast related modules. All data vectors are 

stored in the output data table along with indication of valid measurement values 

or repaired approximations. 

The weather forecasts are recorded in a raw weather forecast data table. The 

forecast cleaner application looks for raw weather data in every hour. If the fore-

cast is present it is simply copied to the output table. In case of missing forecast 
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the local weather forecast is needed: due to the 1 hour time resolution of the 

weather forecasts, hourly averages are calculated for all important attributes. The-

se values are stored in a separate data table, because computing them every time 

would mean useless overhead for the system. Based on hourly averages the local 

temperature and radiation forecasts are generated. These forecasts are used by the 

shared regional temperature approximation module and are stored in the output 

weather data table. 

The data cleaning system was used to process all 297037 data records (contain-

ing more than 9.8 million measurements) collected in the greenhouse. The copy 

method was used 32109 times to restore missing values. The spatial interpolation 

between desks has been executed 781150 times – this large number is caused by 

some permanently malfunctioning desk sensors. During spatial interpolation the 

weighting factors have been recalculated 535 times. The regional temperature ap-

proximation module was used 50362 times to restore actual regional temperature 

and 11412 times to rebuild regional forecast values based on locally generated 

forecasts. This way the system was able to raise the number of full data vectors 

from 184809 to 276760 available for the model building (50% gain). The number 

of multiple step training time series examples (especially important for training 

and testing the models prediction capabilities) has also been notably increased. 

In conventional modeling problems measurement records can be used for mod-

eling right after data cleaning. The case of the greenhouse is special, as rare exter-

nal influences can drive the physical system into unusual states. In such states the 

collected measurements represent only the temporal state of the greenhouse well, 

therefore omitting them from modeling seems beneficial. For this aim after clean-

ing the data anomaly detection took place. This processing was run to identify rare 

weather phenomena or special sensor malfunctions and to indicate them in the da-

tabase. During the anomaly detection process the data records were greatly ex-

tended to represent all relationships between the measured values. These extended 

records were compared than element by element to an hourly model of the system. 

Data records notably different from the system model got a high hit value indicat-

ing that these measurements should be handled with care later in the thermal mod-

eling and validation process.  

9   Conclusion 

The efficiency of greenhouse control systems can be improved by implementing 

model based intelligent control methods. Thermal modeling applicable to a whole 

variety of the greenhouses is only feasible with black-box models because of their 

ability to adapt to any greenhouse the system is installed in. Black box modeling 

requires large amount of measurement data from the greenhouse with high resolu-

tion both in time and space. A sophisticated measurement and control system 

working round the clock and for a long time, might have malfunctioning sensors 
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and any kind of internal errors causing incomplete measurement records. These 

records have to be corrected before using them with black box modeling tech-

niques. 

This chapter introduced various recovery methods for different types of meas-

urement data collected in the greenhouse. Randomly missing attributes were al-

ways replaced by their pervious know value. In case of consequently missing at-

tributes either spatial interpolation or regression methods were used. This way the 

number of useable data records has been increased by 50%. This means that the 

time needed to collect data before training the black box models can be decreased 

by 1/3. Data cleaning presented valid data vectors, but did not say anything about 

the usefulness of these records. That is why the data went through anomaly detec-

tion to measure how useful single records are for model building. In this process 

the data records got a hit value indicating their similarity to the normal operation 

of the greenhouse. High hit value records must be handled separately, as these 

high values indicate unusual situations inside the greenhouse. 
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