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Abstract

Dithering is widely used for decreasing the bias in fixed-point quanti-
zation and rounding. Since floating-point digital signal processors (DSP’s)
and floating-point arithmetic are becoming widely used, it is timely to inves-
tigate the necessity and possibilities of dithering for floating-point numbers.
The paper introduces a simple model of dithers for floating-point, and dis-
cusses its practical use.
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1 Introduction

Dithering is maybe the most popular method to decrease quantization distortion. It
is well-known and also often in practice to add dither signals to data before fixed-
point quantization. When the quantizer characteristic is precise, as it is in fixed-
point arithmetic operations in computers and DSP’s, usually a uniform dither in��� �� � � ��	

or a triangular-shaped one in
��� � � 	

is used.
With the spreading of floating-point DSP’s and IEEE compatible computers,

floating-point number representation is more and more widely used. Its quanti-
zation error is usually very small, but sometimes it is not negligible. Then, it is
justified to add some dither. Let us assume for example that IEEE single precision
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is used. This means that we have� � ��
bits for the mantissa, and 8 bits for the

exponent. The mantissa is signed, with suppressed leading bit, that is, usual num-
bers are normalized to have a leading bit equal to one, and since this is usually so,
this bit is not stored. Therefore, the maximum relative quantization error is about���� ��

for the smallest mantissas, and about
����

for the largest ones. The latter
number equals about���� 	 �
��. This is still a small number, but when in the cal-
culations the difference of numbers close to each other is calculated (cancellation),
the relative error of the result can increase significantly.

Here two questions arise:

1. What are the properties of the proper dither for floating-point?

2. How can we apply the dither before arithmetic operations without immedi-
ately eliminating it during arithmetic addition of the number and the dither?

This paper explains the problem, and discusses the following answers.

� The dither for floating-point numbers is preferably a uniform or a triangular-
shaped one FOR THE MANTISSA, with the same exponent as of the num-
bers. Some correction can be introduced to cope which the changing expo-
nent.

� For proper dithering, we need more bits than the floating-point arithmetic
usually provides. Therefore, we need one of the following special solutions:

– special software solution to virtually increase the bit length

– utilization of the extended precision of the accumulator ifit is such a
one

– modification of the existing hardware.

The paper discusses how these principles are applied, and makes suggestions for
future hardware design.

2 Basic Properties of Dithering

Dithering can be discussed in analogy to anti-aliasing in sampling. When a signal
does not meet the conditions of the sampling theorem, it cannot be sampled in an
error-free manner. In such cases we apply ananti-aliasfilter which restricts the
bandwidth of the signal to the appropriate band. The filteredsignal is then perfect
for sampling theory.

In quantization,bandwidthis measured in the characteristic function (CF) do-
main. For proper quantization, the bandwidth of the characteristic function must
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Figure 1: Sampling and quantization: (a) sampling; (b) quantization.
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Figure 2: Noise model of dither: (a) adding a dither to the input signal; (b) repre-
senting a dithered quantizer via the noise model.

be limited. For this, we need to introduce an operation whichrestricts the width
of the characteristic function before quantization. Sincethe CF’s of independent
input signals multiply, the best way is to add anindependent signalto the input
one in order to meet conditions of the quantizing theorems (see Fig. 1). Such an
additional input signal is calleddither.

In special cases, as e.g. for floating-point quantization, it may even depend
on the input signal, but in most situations is generated to be independent of the
input signal�. Whenever a signal is properly band-limited, it can be perfectly rep-
resented by its samples. When a proper dither signal is applied, the quantization
theorem is satisfied at the quantizer input, that is, the noise model can be applied
(Fig. 2, see [19]), and the moments of the input signal� �  can be perfectly
expressed by moments of the output signal, via Sheppard’s corrections. It is also
possible that for some dither types, only a few selected Sheppard corrections can
be applied, like the first one for uniform dither between

��� �� � � ��	
.
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Figure 3: Input-output staircase function for a floating-point quantizer with a 3-bit
mantissa.

3 Relations of Fixed-Point and Floating-Point Quan-
tization

In order to understand how these two quantizers are related,let us briefly discuss
a model which establishes their relationship.

An example for floating-point quantization is shown in Fig. 3.
The quantum size increases gradually with increasing signal amplitudes. There-

fore, uniform quantization theory cannot be directly applied. A possibility to es-
tablish a relationship with uniform quantization is to use the so-called compandor
concept as in [19]: floating-point quantization is transformed to a fixed-point one
by means of a compressor before, and an expandor after a fixed-point quantizer
(Fig. 4b). Both nonlinear elements are stepwise linear (seeFig. 5), approximating
a logarithmic and an exponential characteristics, respectively.

By this, we have transformed the quantization operation itself to a uniform
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Figure 4: A model of a floating-point quantizer: (a) block diagram; (b) definition
of quantization noises.
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Figure 5: The compressor’s input-output characteristic

one: therefore, we can try to apply a certain dither to the “hidden quantizer”, in
order to diminish or eliminate quantization bias. Since thecompressor essentially
removes the exponent from the input, we can say that in this concept, we apply a
dither signal to themantissa or significand of the input.

While this concept seems to be very logical, there is one flaw.There is no de-
viation from the uniform case as long as we operate on linear sections of both the
compressor and the expandor. However, nonlinear effects appear when a corner-
point is involved. Moreover, the corner-points of the expandor also change the
statistical properties of the quantized signal. Therefore, when a predefined-form
dither is applied at the input, this concept is only approximate. We can say that
it is a good approximation if the number of mantissa bits is not very low (let us
say, it is larger than 6-8), because it is quite unlikely thatthe signal is close to a
corner-point. A precise theory has to be still developed.

If we want to treat the corner-points properly, a special solution can be intro-
duced. Let us discuss first the case of a uniform dither. In thehidden quantizer, we
would like to have a uniform dither of the same width everywhere. We can directly
influence the shape of the dither distribution onlybeforethe input compressor. If
we calculate the shape of the dither which is transformed by the compressor into
a uniform one, we obtain a rule illustrated in Fig. 6.

When the “hidden” dither PDF around the signal value does notinclude a
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Figure 6: Generation of uniform hidden dither in a floating-point quantizer.
(a) portion of the floating-point characteristic and the input dither distributions;
(b) corresponding portion of the compressor.
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corner-point of the compandor, the dither at the floating-point input is simply a
uniform one. When however a corner-point is included, the distribution at the right
side of the corner-point is stretched horizontally by a factor of 2. The compressor
on the other hand will produce a uniform hidden dither by squeezing this portion
by a factor of 0.5. Algorithmically, when the input signal isclose to a corner-point
so that the support of the PDF of the generated dither includes it (that is, when the
signal is below a corner-point, and it is closer to it than
 ������ �, and when it
is larger, then it is closer to it than
 �����

, where
���� � and

���
are the two

neighboring quantum sizes, i.e.
���� � � 
 �����

) the rule is as follows.

� When the input value is just below a corner-point, a dither between
������ ��� ����� ���	

is added, and if the result is now above the corner-point, thedifference be-
tween the result and the corner-point is doubled.

� When the input value is just above a corner-point, a dither between
����� �� ���� ��	

is added, and if the result is now below the corner-point, thedifference
between the result and the corner-point is halved.

It is not certain from the above arguments however whether this dither will
indeed eliminate the quantization distortion, since the effect of the corner-points
is not clear. Let us discuss this question now.

First let us make a note. The first moment is unbiased in the hidden quantizer,
because the output of the quantizer contains information about the position of the
input signal everywhere: when it is moved in either direction, an increasing frac-
tion of the PDF of the dither crosses the next quantization level in this direction,
and the average of the quantized (binary) distribution increases accordingly. By
the above described stretching, we also achieve that quantization level crossings
occur at every position (except when the dither PDF around the input signal ex-
actly falls between two neighboring quantization levels).This means that there is
a chance that the quantized signal contains indeed proper information about the
value of the input signal.

Let us consider now the signal value which causes the floating-point input
dither to be at the position shown in the center of Fig. 6a. Theoutput is constant,
and exactly equals the input� � . The bias is therefore zero. Let the value of the
PDF at the left side be�� � ������ �, and let us shift� by ���. We are nowabove
the corner-point with� � ��. Then, at the right side a new output amplitude level
appears with probability�	 � ����� 	 ��. Its position is at distance

���
above
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Figure 7: Triangular hidden dither transformed back to the floating-point input.

the previous level. Therefore, the change in the mean value is�	 	��� � ��. The
mean value changes by exactly the same amount as at the input.Since this the
same argument can be applied for each input signal value, we have proved that the
first moment (the expected value) is unbiased for all input amplitudes.

Further research has to be carried out concerning more complicated dither
forms. We think that e.g. a properly stretched triangular dither (Fig. 7) can sim-
ilarly diminish the already small correlation between the output signal and the
quantization error.

We can also realize that subtraction of the dither from the output destroys finite
bit length behavior (see the next section). Therefore, for floating-point, basically
only non-subtractive dither can be applied (see e.g. [11]).

We finally mention that concerning the interrelation between the signal and the
quantization noise, for large-scale signal variations theexpandor can be approxi-
mated by an exponential function, therefore the additive relationship in the hidden
quantizer becomes multiplicative at the output ([19]). Meanwhile, for relatively
small signal variations, when we stay on the same segment of the quasi-linear
compandor, the relationship remains linear. Therefore, nogeneral rule can be
established for relationship of� and�� � .

4 Suggested Solutions

Knowing what kind of dither has to be added, we have to implement this scheme.
Here another difficulty arises. We should inject the dither after the arithmetic op-
eration, but just before quantization. In other words, we should deal with the long-
mantissa results, before re-quantizing it to the memory bitlength. The practical
problem is that this intermediate number is usually not available. Most arithmetic
processors generate the results without providing access to the intermediate result
before quantization. In such a case, we cannot properly add adither. An idea
would be to add dithers to both inputs before the arithmetic operation, but this
is usually not usable, either: the necessary dither is at LSBlevel, and after any
addition, the result is immediately quantized: we immediately lose the dither bits.
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In order to overcome the above difficulty, we suggest the following solutions.

� If we cannot have direct access to the high-precision results, we may still be
able to indirectly generate them. This means that we can virtually increase
precision. For example, by multiplication, we make use of the fact that if a
mantissa is represented by� bits, and we denote the upper half by HW, the
lower half by LW, we can exactly calculate HW1*HW2, HW1*LW2 and
LW1*HW2 with the available arithmetic processor, and by proper addition
of these, we can represent the significand of the result on

�� bits. Then, we
can properly add the dither to the lower bits, and quantize after that. This
is a little tedious procedure, especially for more complicated operations,
and sometimes, when the coprocessor can only yield an already quantized
result, it is not even possible. Still, in most cases this seems to be a doable
solution. The speed is acceptable, by utilizing the coprocessor arithmetic.

� In certain cases, like in the PC coprocessor, the accumulator bit length is
higher than that of the memory. In a PC, it uses 64 mantissa bits instead of
53. When the result is generated in the accumulator, it has bits below the
LSB level of the memory. This means that while the result is still in the
accumulator, we can add the dither properly, and then move the data to the
memory (during which re-quantization happens).

� If we realize the above difficulties, it is straightforward to speculate that the
best way would be to add the ditherin hardwareat the right place. This
implies redesign of the hardware which is not possible at this moment, but
it can be incorporated in future designs. Therefore, an improved copro-
cessor hardware can be suggested which allows addition of a dither before
quantization.

While this is a very reasonable statement, we have to realizethat even a
pseudorandom dither makes the result slightly (pseudo)random. This means
that without the dither being synchronized from outside – and we may not
want to do synchronization because thus we may loose the advantage of low
bias – this makes the result non-repeatable. This causes additional difficul-
ties in the evaluation of algorithms and so on. Therefore, dithering must be
selectable in a well designed hardware, and the possibilityof synchroniza-
tion of the pseudo random generator is also desirable.

5 Conclusions

The necessity, possibilities and difficulties of applying dither to floating-point
numbers is discussed. Realization of this dither is an option for future hard-
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ware/software developments.
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