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Abstract — This paper introduces some practical isges of particular application. In this case study some variah&
the deployment of wireless sensor networks (WSNs) closed active noise control (ANC) system [3][4] are presented as
loop digital signal processing (DSP) and control syems that typical instances of wireless signal processing systems.
require relatively fast, continuous data flow and eal-time The structure of the paper is the following. In Section I
operation of the data collecting network, as in thecase of ) . .
traditional systems where sensors are attached byire. the hardware a.md software C onflgurqtlon of the wireless
signal processing system is described. The common
The difficulties of the design of the wireless coml and properties of ANC systems are presented in Sectiof Ik

signal processing systems are introduced through garticular — isicylties in connection with the scheduling of tasks are
application that is an active noise control systemMain topics discussed in Section IV. The importance of the

that are presented are the scheduling of tasks, onization L . .
P g sy synchronization and typical solutions for the

and distributed signal processing. g . - .
synchronization are showed in Section V. Section VI deals
with the data transmission and signal processing properties

|. INTRODUCTION of the realized systems putting emphasis on data reductio

This paper deals with the application of wireless sensor
networks (WNSs) in relatively high speed feedback signal
processing systems. The design of these systems egsquir
different approach than typical applications of wireless A Hardware Configuration

sensor networks (e.g. health or environmental monitoringThe block diagram of the designed active noise control
[2]), where the observed signals change relatively slowdystem that utilizes wireless sensors can be seen irl.Fig
(e.g. temperature, humidity), and the interactions thae haghe system basically consists of two units. The maitspar
to be performed are not time critical. Computations agl signal processing algorithms are implemented on a DSP
evaluation of results can also be performed offline, or @aluation board of type ADSP-21364 EZ-KIT LITE [5],
least with soft time limit. However, in the traditidrigital \which includes an ADSP-21364 (SHARC) processor. The
signal processing (DSP) systemwhich can be called psp is a 32 bit floating point one with a maximal clock
‘real” signal processing systemsignal processing frequency of 330 MHz and dual arithmetic units. The DSP
algorithms run real time, and expect the data to Reconnected to an AD1835 codec that has two analog input
processed from the data sources continuously with $d eight analog output channels, through which signals can
sampling frequency of at least some kilohertz. In the caseygffed to the loudspeakers. Such number of output channels
feedback systems the situation is even worst, since Eures the possibility of realization of extensive system
interactions are carried out according to the input sigifalsThe analog inputs can be used for collecting reference
inputs are provided by the WSN, faults in the network cafynals that is required for most ANC systems. Reference
cause even the instability of the whole system. In these Ds¥hals can be collected also by motes. The acoustialsig
systems the widespread methods for the genegalsensed by the elements of WSN, which is built up of
applications of the sensor networks can fail, and they@reperkeley micaz motes [6]. These motes are intelligent
more suitable for their original purpose [1]. sensors that consist of an ATmegal28 eight bit
Despite of the difficulties, the research of the field Qnicrocontroller with a clock frequency of 7.3728 MHz, a
wireless signal processing is promising because of {€2420 2.4 GHz ZigBee compatible radio transceiver and
obvious advantages of the utilization of the WSN's [2hn MTS310 sensor board. The data transfer rate of the
These attractive features of WSNs are e.g. the eg@hsceiver IC is 250 kilobit per second (kbps) including a
installation and maintenance of sensors, the flexibility ef tbreamble section, a header and a footer that are handled by
arrangement, and the radio communication that eliminaf@gdware. The sensor board includes also a microphone
the costs of cabling. with variable gain amplifier, the output signal of which is

The difficulties of the design of the wireless control ar@bnverted by a 10 hit ana|og to d|g|ta| converter (ADC) of
signal processing systems are introduced throughtha microcontroller.

Il. SYSTEM DESCRIPTION
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Fig. 1. Block diagram of the system

Most of motes (mote..mote, in Fig. 1) are responsiblee.g. handling of the radio or microphone, and the user code
for noise sensing. They transmit data towards the DSR. Diat also included in an independent component. The
from the wireless network are forwarded to the DSP byirderfaces includeeventsand commands Via events one
gateway mote (mogen Fig. 1). The DSP and the gatewagomponent can notify another one of certain eventstfeg.
mote are connected via asynchronous serial port. Tdreival of a radio message). Via commands one component
transmission rate of communication between the two unitcén use the services of another component (e.g. sending a
115.2 kbps. The programming of motes is carried out by rmwessage).
interface board of type MIB510 [6]. It serves as a power The scheduling entities of the OS are the following in
supply and RS232 line driver for gateway mote, as well. descending order of priority (beginning with the highest

In order to ensure the reliable and real time operationpofority):
the system—that is one of the main tasks in the control 1. HW interrupts
system—a Time Division Multiplexing (TDM) network 2. Events and commands
operation was utilized: the network operation is divided int 3. Tasks
periods, in which each mote transmits data to the gateway ifthe HW interrupts can interrupt each entity. Events and
succession in predetermined order and time instants. commands can interrupt each other and the tasks. Tasks can

The PC basically serves as developing and debuggimaj interrupt any scheduling entity.
tool for both platforms. Additionally, it is suitable for
logging and visualization of data sent by gateway or DSP 1. INTRODUCTIONOF ACTIVE NOISE CONTROL
over serial port. . .

An independent loudspeaker driven by a signal genera‘ror-rh(.e ggneral linearized model of ANC systems can be
can be utilized to generate external sound. It can be ssed i N Fig. 2.
an artificial noise source while testing the ANC system —> P@
as general examination or excitation signal for test purpose.

B. Software Components R(2)
The software for the DSP was developed with the
VisualDSP++ software developing environment provided
for Analog Devices DSPs. The main programming language _ _
is C but assembly subroutines are also used. d: P e e
For software development for motes the TinyOS Z} error Sig,%,; e=d-yA@=d-y
embedded operating system (OS) was used, but A(z): transfer function of secondary path
modifications should have been carried out in order to P(2): transfer function of primary path
increase the code efficiency. Typical difficultiesexge in R(2): active noise control algorithm
time critical sections, where accurate timing of tagks x: reference signal
inevitable. Such tasks are timing of the sampling the Fig. 2. General structure of ANC systems
microphone’s signal, and accurate detection of artiwze
of radio messages, which is important task in The purpose of ANC systems [3] is to suppress mainly
synchronization. The OS provides convenient interface 16w frequency acoustic noises by means of destructive
handling the hardware elements e.g. radio, AD converter.interference. The operation can be summarized as follows:
The programming language of the TinyOS is nesC [afcording to the reference and the error signelande
that is a component based language. The programs are kefipectively), the ANC algorithnR(z) produces such
up of components (or modules) that are connected to edepondary noisg which minimizes the power of the error
other via interfaces. These components are provided vdinale. R(2) is implemented mainly on DSP because of its
the OS, but components can also be created by the useatopiputational complexityy is radiated by loudspeakers
the OS. Each component is responsible for a certain tagkl arrives to the microphones through the so called

A(2)
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secondary acoustic path that is described b @h matrix IV. EFFECTSOF TASK'S PIORITY ON SIGNAL SENSING
which consists of the transfer functions between each outpu

and each input of the signal processing algori(a). A(2) in the systems is introduced, putting special emphasize o

can t.)e. treatgd as a linear system. Th? error sgiied. the timing of the sampling that plays important role, since
remaining noise) is the result of the interference of tw]e

rimary noised and secondary noisé, and it is sensed b e observed acoustic signal changes relatively fast.
Enicrop);mnes y ’ Y The operating system (OS) provides more possible ways

In the ANC algorithm a kind of inverse model of th for the timing of certain processes. These methodshese t

secondary patih(2) is applied which is denoted y(2). Rardware timers of the microcontroller in differentysa

. - . If a software timer component is utilized that uses the
For ensuring the stab!hty of the systeMi(7) is often same hardware timer for serving more tasks through
chosen as follows [8][9]:

different interfaces, this would result in the degradatf
W@ =AR" 1) the accuracy of the timing. This is because at the interrup
of the hardware timer the software timer component dias t
where” denotes the pseudo- (or Moore-Penrose) inver§800se on which interface it has to signal an event. The time
The secondary patA(z) should be identified in advanceinterval Teeisy between the real hardware interrupt and the

$n this section the importance of the priority of the tasks

The stability criterion of the system is: generation of the event on a timer interface is not
deterministic, since the components connected to the timer

®&[2 < arcf) <m /2 (2) component may request timing event at arbitrary time
M=MA@RW(2); I=1..L (3) instants, so the timing requests of different components

disturb each other. In Fig. 3.a the spectrum of a sinewlave o
whereL is the number of inputs. Eq. (2) and (3) means thgk frequency of 200 Hz can be seen, the sampling of which
all eigenvalues, of the termA(z)W(2) must have positive js scheduled by a software timer component that is shared
real part for each frequencies, where noise is present. F8fyeen more modules. The signal source was the external
single channel case (only one microphone and oO@@dspeaker connected to the signal generator (see Fig. 1),
loudspeaker are used) it means, that the phase defe)of and the sampling was performed by a mote that sent the
must be known at least with the accuracy of 92 samples over the base station to the PC, where data are
involves the transfer function of the entire signal pafiocessed. It can be seen that the spectrum is distorted:;
between the output and input of the noise control algorithfstead of a definite line (that is expected as the spectfum o
(Ie ADC, DAC, analog Signal conditioner CirCUitS, trigns a Sinewave) the spectrum line is Spread, since the“s@’np
functions of microphones and loudspeakers, and the trangdefiot equidistant because of the insufficiency of the timer
function of WSN’s data routing is also included). The maignhd sampling is disturbed by random processes. In Fig. 3.b
goal in ANC systems (and in our case also in the WSN)tfe timing of the sampling of the same sinewave is carried
ensure the permanency &{2) on each frequency, becausgut in an interrupt routine of a hardware timer, so this
so canW(z) be determined unambiguously and utilizefiming process is disturbed only by other IT routines that
during the entire operation time of the system. are mainly short code segments, so their disturbingtdffec

ANC systems can be regarded as model adaptive congig@}ligible.
systems. The reference signalcomes from the noise The sampling of the observed signal can also be
source and is utilized by the ANC algorithmpasses also disturbed by tasks that are related not only to the timing o
through the secondary patR(z) and comes to theprocesses. Measurements are performed in order to
microphones. The aim is to make the output of the acoustigestigate the effects of these kind of disturbances on the

system ') to be equal to the outpat of the reference observation of the signal in the following way.
systemP(2), so the equivalence &(2A(2) andP(2) has to
be ensured by the controllB(z) as far as possible.

amplitude [dB]
amplitude [dB]

50 100 150 200 250 50 100 150 200 250
frequency [Hz] frequency [Hz]
a. b.

Fig. 3. Sampling with different methoda: Sampling with utilization of shared timdr. Sampling with utilization of single timer.



A sinewave was sampled by a mote, the sampling wesm right to left, and it is approximately 2.5 ms, &S and
controlled by a separate HW timer, and sampling wasns in Fig. 4.c, 4.b, 4.a respectively. According to the
started in an event. Since the event has medium lespéctrums it can be concluded, that the effect of the
priority it can be interrupted, so the effect of other proesghisturbing processes depends on its deterministic or
can be investigated. It offers, however, satisfying quality stochastic nature. If the behavior of the disturbance is
timing, since the processes that can interrupt evemrs deterministic, it influences the sampling periodically,itso
mainly short ones. As a disturbing process the radiffectin the spectrum appears as parasitic spectrus) lse
component was used, since it is used anyway for thecan be seen in Fig. 4.a. Since the modification of the
transmission of the collected data. Data are sent in 5 byriginal sampling time instants is a nonlinear operatibn, i
size packets. For the radio component a backoff tiroan be interpreted as the “mixing” of the frequency of the
parameter t(.co) Can be set. After the initiation of theobserved signalf{) and the frequency of the disturbance
sending of a message, the physical transmission of (R Hence, the spurious spectrum lines appear mainly on
message is started within tgyo interval with uniform the frequencies that are the linear combination of thad
distribution. With the different setting of the backdfh¢ fy. The random disturbances—that are produced with higher
the spectrum of the observed sinewave was investigateaickoff interval—cause the disappearing of spurious
The lowest the value of thig,cr parameter is, the morespectrum lines, the spreading of the spectrum lines of the
deterministic the effect of the operation of the radioriginal sampled signal and the increasing of the noise [10],
component is. The spectrum of the sinewave that was it can be seen in Fig. 4.c. In Fig. 4.b the spurious
sampled at different ko parameter settings can be seen spectrum lines has lower amplitude than in Fig. 4.a, since
Fig. 4. In the second line of the figure series the maime disturbance of radio is no more periodic; the main
spectrum lines can be seen. The backoff time decreasmsctrum line is, however, sharper than that in the Fg. 4.

o o o
=3 =3 =3
() () 3]
e} e} kel
2 2 2
= = ‘s
1S 1S g
IS IS IS
0 200 400 0 200 400 0 200 400
frequency [HZ] frequency [HZ] frequency [HZ]
40 40 ‘
o) ) @ 1
2304~ R 230F------k------
[ o [ ‘
© =] ©
2 = 2
S 20F------f§------- S 20----—-—-—-f---——-- 5 20F--—-—-—-#4F-----
IS 1S IS
IS a IS
10 10 10 l
255 260 265 255 260 265 255 260 265
frequency [HZ] frequency [HZ] frequency [HZ]
a. b. c.

Fig. 4. Effect of the background tasks on sampliigPeriodic disturbance: periofi=28msthackoft =0 ms.b: average period, thackotf =0.5 ms.
c: average periodF, thackoff =2.5 ms.

axes, and it is assumed that the data transmissioriltirme
constant and the DSP processes the most currently received
data. Constant; is ensured by the deterministic network
protocol.

V. SYNCHRONIZATION

A. General Issues of Synchronization

T
A crucial task in the system is the synchronization, Tn2 T",-l T'} &ge t
because there are many autonomous subsystems (each mote f ' LT, e

and the DSP). Synchronization has key importance because ' T '%! i
of the strict stability condition referring to the knowdedof 5%[ ! :
the feedback path. Yt i
L . 1&, !
If the sampling on motes and processing of the sampled 1 . .g f " t
data on the DSP occurred independently of each other, the <> > T O
delay between the sampling and the processing of the signa Tsose Tsmote

would vary at least in a one sampling period intervalt as i
can be seen in Fig.5. In the figure the sampling and
processing times are signed with vertical lines on the time

Tsmote = samping rate of motes

Fig. 5. Unsynchronized units



In T; the delay between the processing and sampling the sampling frequency of the DSP is fixed, and in some
and T, respectively) is abouf,, since the data arrivescases the sampling frequency on the motes can not reach
directly beforeT,. However, in the processing tinfe; the that of the DSP. Interpolation on motes would require extra
delay is T; + Tsmotd, Since the data sampled T, arrives information messages that are sent from the DSP to the
slightly after Ti-; so the DSP processes the previous datetes, which would cause extra network traffic.
that has arrived approximatelg,oetime beforeT;_;. This
example shows the two extreme values of the delay, but iB. Synchronization in Sensor Network
can change anywhere within th&,.[T+Tsmed interval. Since the synchronization of motes has key importance,
SinceA(2) includes this delay, it changes also continuouslyis presented in detail. A PLL like method (see Figwé}
during the operation so it differs from its identified \&lu worked out that requires a reference mote the sampling rate
henceW (2) is no more optimal. Moreover it can occur thaif which the other motes are synchronized to. In the §imer
W (2) doesn't satisfy even the stability condition. Thishis of the motes a counter runs with the clock frequency of the
simplest case, when the DSP processes the most cumestes. When it reaches its programmed maximal value
data, but more delay can be introduced in other procesgiNg,) it will be cleared, and an interrupt is generated where
methods. In many applications the main goal is to hold tthee sampling of microphone’s signal occurs. The vilye
delay on constant level, since constant delay can be tajgefermines the sampling frequendy= Tt = fquartz/ Naw
into account at the design phase, but changing delay al{@fgereT, is the sampling interval). The time function of the
the original conditions. value of the counter is a sawtooth signal, at the takidge

For the synchronization there are different basig which the sampling is carried out. The synchronization of
approaches [11]. Units can be synchronized by matching {he sampling frequency on motes is reached by holding the
time instants of sampling and signal processing physicgiifase difference between the sawtooth signals constdmt wi
to each other, which requires the tuning of the clogke structure that can be seen in Fig. 6. The referente mo
(i.e. scheduler) of the units. sends synchronization messages at the sampling time

Another approach for the synchronization is th@stants. At the reception time of these messages the motes
interpolation, when the effect of unaligned sampling angad the value of the counter of their timer thatjisSince
processing time instants are compensated by computatifg value of the sawtooth signal is proportional with its
By means of interpolation the exact value of the signal jmase, this sampling and hold operation is analogous with
the processing time instants can be estimated, smelimy the phase detector function, so with the tuning of the
the changing delay. Interpolation can be realized on #@mpling frequency (changinla,) the phase difference
motes or on the DSP. In the first case the DSP acquifR$ween the sawtooth signal on the reference and on the

asynchronously data, and motes calculate the signal vialugtBer motes Nj) can be held constant as shown in Fig. 7
the request time instants. In the second case the moies §6yid line).

data asynchronously and the DSP estimates the value of the
signal in the processing points according to the previous
samples. In the first case the computation is diseibum /I/l/l/l reference f
the network, but the transmission of request messages timer € ‘auartz_ref
means extra load for the network. In the second case the
interpolation demands high computation load on the DSP,
since the data from every mote should be handled
individually

The interpolation can also mean the interpolation of the
algorithms’ parameters. Let's take the example when the
datax arriving from the network is multiplied by a function
f(t). In the case when no synchronization is applied, the
input signal x(T,) (sampled inT, in Fig. 5) would be /]/|/|/|
multiplied in the processing tim&; by f(T,). With a
synchronized algorithm, howeveg(T,) is multiplied by
f(Ti—dt), wheredt is the time difference between the arrival

time of x(Tp) and T, so the changing delayt is algorithm has to be followed: N, <N, fs should be

compensated. increased Ny should be decreased), otherwisshould be

In_ our system the following synchron!zano_n method Jecreased. If no interaction is taken place this phase
applied. On the motes the sampling instants

synchronized (sampling occurs on each mote at the sa}ﬁﬁanges continuouskyas shown in Fig. 7 (dashed

time) and the DSP uses linear interpolation for fitting tl‘b%g —because of the frequency error of the clock

v reception time of
i the messages

fq uartz_2

Ndiv  [tuneable
’ timer

Fig. 6. Block diagram of synchronization algorithm

If the desired value ofN, is N, then the following

) . ) . . 2 “generators of the motes. Since the maximal value of the
data arrived from WSN to its processing time. This is

ient soluti ! the dat ved f th counter of the timer ibly,, the maximal output value of the
convenient Solu |on_, smce_ € a_la arnve_ rom the moﬁ’?‘ase detector is alddy, that is in our case 4096. Since the
can be handled uniformly in the interpolating methste

synchronization messages carry information only on their

same parameters can be used in the inte_zrp_olation thia’ecaﬁme of arrival, any data messages can be used for this
performed for each mote at the same #asnce they are rpose, the only constrain is, that it should be sent by the

Sampled. b.y motes synchronou;ly. The . phys!c ference mote at predefined points. It means, that
synchronization of the whole system is not possible, S'%chronization of the sampling in this system means no



extra network traffic, since it is realized with datasseges (n+1) samples, and according to this polynomial takie
that should be sent anyway. The synchronization negéaln’of the fitted function can be estimated also betwde
be performed in every sampling period, because the claempling points, where the exact value is knowrthéncase
of motes are accurate enough to stay near (soafdinear interpolation first order Lagrange-polynials are
microsecond) to the synchronized state for longer timsed.

(cca. 1 sec). The order of interpolation is chosen accordingrémé-
offs between computational demands, delay and acgur
Higher order interpolation requires higher comgotel
4000 ] L - i
~ unsynchronized capacity since the coefficients of the FIR filteashto be
. synchronized calculated real-time according talt. Higher order
3000 interpolation uses more samples from the pasthe®ases
\\\ the delay, which suggests the utilization of loveeder
Z~ 2000 ~ ‘ interpolation, since in a control loop delay redudbe
\ dynamics of the system. In Fig. 9 and 10 the prigeeof
1000 ~ ‘ first and second order interpolation is comparedesithese
. two methods has the lowest delay. The calculatibn o
ol ‘ ‘ Q second order interpolation is carried out as follow
40 60 80 100 120 140 160 180

time [sec]

Fig. 7. Synchronization measurement results

C. Synchronization on the DSP

The DSP uses linear interpolation. It means, that the D

measures the timat and in the processing timé
(see Fig. 5) it uses in the signal processing algorithm

interpolated value of the input signal that it{dtk) The

interpolation is carried out according to Figd8is the last
andd; is the next value of the input signal. Sirdieis not

known in T,, one sample delay has to be introduced.
possible form of the interpolation is (4):

(dt) = d; +d2(1— dt j @)
TSmote TSmote
f(t)
f(dt)=dy + di-da o
Smote

dt

1
o/
TSmote
It can be seen that the interpolation can be ing¢ed as a
FIR (finite impulse response) filtering, where tfiker
coefficients are calculated by usinty The interpolation
can be carried out by using the Lagrange-polynamialan
n order interpolation a polynomial of ordeis fitted on the
magnitude response

Fig. 8. Linear interpolation
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f (dt) = 0.5(14)ad, + (1-a) d; + 0.5(1-a)ads (5)

where a=dt/Tsmee The transfer functions are calculated
using differentdt values. In the figureslt is interpreted
|l)atwely to the unit sampling interval. According to the
agnitude response, the second order interpoldtas
t&)} etter properties since it has nearly unit gaio als higher
gquenmes In Fig. 9 the curves that belongdtel-dt
parameter pairs are overlapped, since the absadlte of
(4) is symmetrical for these pairs.
The delay is calculated by equatiorp(¥)/J), where
#I) is the phase characteristics of the interpolatiod
is the frequency relative to the sampling frequentie
delay vs. frequency plot shows that on low freqyesach
interpolation provides the appropriatelt-delay, so they
compensates thdt delay in Fig. 8 and Fig. 5. In the case of
second order interpolation the delay charactesiscnot
symmetric, since it uses two samples from pdsta(dds)
and one ¢,) from the future (naturally introducing the one
sample extra delay for ensuring the causality)s thusome
cases it provides worst delay compensattin(.6). Due to
this asymmetry it is recommended to use odd order
interpolation. Because of these facts first ordérpolation
was chosen in our system, since according to peidests
it provides enough accuracy in estimation, but iregu
minimal computational capacity. The inaccuracy bé t
interpolation in terms both the delay compensatoml
amplitude estimation decreases on higher frequensi it
is recommended not to use the full bandwidth thaulds be
allowed by the sampling frequency.
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Fig. 9. Transfer function and delay of linear interpolation



magnitude response
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Fig. 10. Transfer function and delay of linear second orderpolation

V1. DATA TRANSMISSIONAND SIGNAL PROCESSING
METHODS

A. Simple Signal Collecting Network

In the basic configuration the wireless sensor astw
performs the sampling of the noise to be suppressetithe
sensors send the sampled value to the DSP ovaewaaya
mote. Data are transmitted in 25 sample size rpdakets,
since beyond the overheads this is the maximal cize
data block, so the ratio of the overhead that lietoneach
packet can be minimized. This makes the utilizatibthe
radio channel more efficient.

C~k1,n C1,n
\ 1 xe ¥
8 1.n
z-1
C*Z,n Con
\l’ 1 Xzyn \l/
2, _‘} e R z-1
VA . @>
N 1 | c*nn . Cnin Zn
N \l/ 1 XN,n‘l/
z-1

Fig. 11. Block diagram of recursive Fourier-analyzer

The noise control algorithm is a resonator based[D8].
This algorithm is optimized for the suppressiorpefiodic
acoustic disturbances. The basic building block thuf
system is a resonator based recursive Fourier-zerafifA)
the block diagram of which can be seen in Fig. The
system is described by the state equations (6]8nd

Xinr1 = Xin t+ 1/N'cki,n'en (6)
N
Z'n :zxi,nci,n? Cin = ¢l 2ITHD (7)

i=1

wheren is the time indexf; is the fundamental harmonic
frequency andN denotes the number of the Fourie

coefficients. The complex basis functions that bglto the
i-th harmonic frequency are denoteddyy The structure is

I

appropriate for recursive calculation of Fourieefficients
of periodic signals. The state variablesare the Fourier-
coefficients: (7). The operation can be explainedodows.
The i-th resonator channel has infinite gain on tké
harmonic frequencyf;, since the input signal of the
frequency off; is mixed down to DC by multiplying bg*; ,
where the integrator has infinite gain. Since ignal is
mixed up again by , this means that infinite gain is pushed
up tof.. Since the resonator is in a negative feedbagg, loo
the infinite gain means that the error signal anftequency
f, is zero.

In the noise control system the signal of each @eiss
fed to a FA block (these data are denoted,ly Fig. 11),
so the noise signals are decomposed into Fourier-

coefficients. Let's denote by thei-th harmonic Fourier-

coefficient that belongs to theh input (sensor). The output
signal is calculated according to (8) and (9):

L
At = Ufnes +,UZ Wl (21X ey kLK (8)
1=1
N
YR =D afncini k=1.K ©

~
wherewy (z) denotes th&-th row and-th column ofW(z),
L andK denote the number of the inputs and outputs of the

system respectively.qik is the i-th harmonic Fourier-

coefficient that belongs to tHeth output. yr‘j is the signal

on thek-th output (the input signal of tHeth loudspeaker
in Fig. 1). This algorithm can be interpreted asraegrator
type controller built on the input Fourier-coeféais with
zero reference: the input (i.e. remaining) noise t@ be
zero. The parametgris the time constant of the integration,
and determines the dynamic behaviour of the systince

the control signalsyr'j got to the sensors through a transfer

function matrix A(z), the input signalsxij are coupled

through the matridV(z) to the outputW(z) ensures the
negative feedback that is required for the stabilit

The synchronization of the DSP to the motes iscadlgi
performed by linear interpolation, but the integi@n of
the whole FA structure to the motes was also testethis
case the value af, in (6) and (7) is calculated for the time
whenz, signals arrive from the motes.



The basic problem of this system emerges, when thkole system (on each mote and on the DSP), simee t
utilization of lots of sensors is required, since bandwidth phase value of the Fourier-coefficients can berpméted
of the radio network allows the transmission of tla¢a of only by maintaining a global reference (the basetions)
about 3-4 sensors at the sampling frequency ofZkblz. in the system. It is solved with the continuousisraission
The number of the microphones in some systems rhightof the phase and frequency of the base functioosgtex
about of the order of ten, so it is advantageousdrk out exponential functions), but synchronization of shngpon
methods for the increasing of the number of thessenn motes is a necessary condition.

The large number of sensors is required becausadise
suppression is restricted to a limited surroundafgthe VII. CONLUSIONS
microphones, so for appropriate noise cancelldtioarge

space more sensors are required. In this paper the introduction of some aspects hef t

design of a wireless active noise control systens wa
addressed. The two most important issues in coiomect
ith the signal observation required for the coantro
algorithm are the sampling of the controlled sigaadi the
synchronization of the sampling. In the case ofséu@pling
of signals the effects of different kind of distarttes were
investigated. The constrained resource of sendwone in
The structure of this kind of ANC system can bensie terms of the bandwidth of th? rgdio channel_ recuizgecial
Fig. 12. solutions in the_ data transmission me_thod in otdanake
Since in the control algorithm (8) only the Fowrierthe system suitable for the integration of moresees
coefficients are required, this solution causesimange in -tl;h?r?s srgi?c?rgs;g(:rzjglfet?ﬁeabrgzgc\}ighﬁﬁ }gé:;':mﬁ
the functionality. Since these coefficients charsi@wer y h S lin the f is th h. f th
than the signal itself, lower transmission rateliswed, so T e main goal in the .uture s the research of the
the limitation of bandwidth is less relevant inntsr of p(_)55|bll|t|es of the _exten5|on of the number of sees
number of noise sensing motes. This makes postiele without the degradation of the performance.

B. Data Reduction with Distributed Signal Procegsin

One possible way for the decreasing of the amofint
data to be sent over the network is the pre-praugss the
signals and the transmission of only the signahpeters
required for the control. In our system it is salvey the
Fourier-decomposition of the signals right on thetes.
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